
CHAPTER I

SOME NONSTANDARD PROPERTIES OF SOBOLEV MAPS

We start with some preliminary properties about Sobolev functions and maps which
will often be used in the sequel. We assume throughout that Ω is a smooth, bounded,
open connected set in RN . (The assumption that Ω is smooth is to be on the “safe side”;
for most purposes a Lipschitz boundary would suffice.)

1.1. Lifting of Sobolev maps with values into S1

Here, we assume in addition that Ω is simply connected. It is well-known (see e.g.
Gilbarg-Trudinger [1], Theorem 7.8 or Brezis [1], Proposition IX.5) that if f : R→ R is a
C1 function with f ′ ∈ L∞(R) and if ϕ ∈W 1,p(Ω;R), 1 ≤ p <∞, then f ◦ϕ ∈W 1,p(Ω;R).
Moreover we have

∂

∂xi
(f ◦ ϕ) = f ′(ϕ)

∂ϕ

∂xi
.

In particular, if ϕ ∈W 1,p(Ω;R), then

u = eiϕ ∈W 1,p(Ω;C)

and in addition |u| = 1 a.e., that is, u ∈ S1 a.e.

We are concerned with the converse. Namely, set

W 1,p(Ω;S1) = {u ∈W 1,p(Ω;C); |u| = 1 a.e. on Ω}.

We ask the question whether any u ∈W 1,p(Ω;S1) can be written as

u = eiϕ for some ϕ ∈W 1,p(Ω;R).

If N = 1 the answer is positive for any p, 1 ≤ p < ∞. This is left as an exercise. (Hint:
since u is continuous it can be written as u = eiϕ for some continuous ϕ; locally we have
ϕ = f ◦ u where f is the local inverse of the map t 7→ eit, i.e., ϕ = −i log u and thus
ϕ ∈W 1,p by the above considerations.)

When N ≥ 2, it is quite surprising that the answer is positive only for p ≥ 2. This is
the content of the following theorem and Remark 1.1.
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2 I. SOME NONSTANDARD PROPERTIES OF SOBOLEV MAPS

Theorem 1.1. Assume u ∈ W 1,p(Ω;S1) with p ≥ 2. Then there exists some
ϕ ∈W 1,p(Ω,R) such that

u = eiϕ.

Theorem 1.1 is due to Bethuel and Zheng [1]. The proof we present, due to Bourgain,
Brezis and Mironescu [1], is simpler than the original one (see also Carbou [1]).

Proof. Assume first that ϕ exists and let us derive some consequences. Write

u = u1 + iu2 with u1 = cosϕ and u2 = sinϕ.

We have
∇u1 = −(sinϕ)∇ϕ = −u2∇ϕ

and
∇u2 = (cosϕ)∇ϕ = u1∇ϕ.

Hence

(1) ∇ϕ = u1∇u2 − u2∇u1.

The strategy is now to find ϕ by solving (1) with the help of a generalized form of Poincaré’s
lemma,

Lemma 1.1. Let 1 ≤ p < ∞ and let f ∈ Lp(Ω;RN ). The following properties are
equivalent:
a) there is some ϕ ∈W 1,p(Ω;R) such that

f = ∇ϕ,

b) one has

(2)
∂fi
∂xj

=
∂fj
∂xi

∀i, j, 1 ≤ i, j ≤ N,

in the sense of distributions, i.e.,∫
fi
∂ψ

∂xj
=
∫
fj
∂ψ

∂xi
∀ψ ∈ C∞0 (Ω).

We emphasize that the assumption that Ω is simply connected is needed in this lemma.
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Proof of Lemma 1.1. The implication a)⇒ b) is obvious. To prove the converse, let f̄ be
the extension of f by 0 outside Ω and let f̄ε = ρε ? f̄ where (ρε) is a sequence of mollifiers.
The f̄ε’s satisfy (2) on every compact subset of Ω (for ε sufficiently small). In particular,
on every smooth simply connected domain ω ⊂ Ω with compact closure in Ω there is a
function ψε such that

∇ψε = f̄ε in ω.

(Here we have used the standard Poincaré lemma). Passing to the limit we obtain some
ψ ∈ W 1,p(ω) such that ∇ψ = f in ω. Finally we write Ω as an increasing union of ωn
as above and obtain a corresponding sequence ψn. In the limit we find some ϕ ∈ L1

loc(Ω)
with ∇ϕ = f in Ω. Using the regularity of Ω and a standard property of Sobolev spaces
(see e.g. Maz’ja [1], Corollary in Section 1.1.11) we conclude that ϕ ∈W 1,p(Ω).

Proof of Theorem 1.1 completed. We will first verify condition b) of the lemma for

(3) f = u1∇u2 − u2∇u1

i.e.,

fi = u1
∂u2

∂xi
− u2

∂u1

∂xi
.

Formally, this is clear. Indeed, assume u1 and u2 are smooth; then,

∂fi
∂xj
− ∂fj
∂xi

= 2
(
∂u1

∂xj

∂u2

∂xi
− ∂u1

∂xi

∂u2

∂xj

)
.

On the other hand, if we differentiate the relation

|u|2 = u2
1 + u2

2 = 1,

we find

(4) u1
∂u1

∂xi
+ u2

∂u2

∂xi
= 0 ∀i = 1, 2, . . . , N.

Thus, in R2, the vector
(
∂u1

∂xi
,
∂u2

∂xi

)
is orthogonal to (u1, u2). It follows that the vectors(

∂u1

∂xi
,
∂u2

∂xi

)
and

(
∂u1

∂xj
,
∂u2

∂xj

)
are colinear and therefore

(5) det


∂u1

∂xi

∂u2

∂xi
∂u1

∂xj

∂u2

∂xj

 =
∂u1

∂xi

∂u2

∂xj
− ∂u1

∂xj

∂u2

∂xi
= 0.
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Hence (2) holds. To make this argument rigorous we rely on the density of smooth functions
in the Sobolev space W 1,p(Ω;R) (see e.g. Adams [1], Chap. III or Brezis [1], Chap. IX):
there are sequences (u1n) and (u2n) in C∞(Ω,R) such that u1n → u1 and u2n → u2 in
W 1,p(Ω;R) and ‖u1n‖L∞ ≤ 1, ‖u2n‖L∞ ≤ 1.

(Warning: We do not claim that un = (u1n, u2n) takes its values in S1. The density of
C∞(Ω;N) in W 1,p(Ω;N), where N is a compact manifold without boundary, e.g. N = S1,
is a delicate matter which has been extensively studied by Bethuel [1]. As we will see in
Remark 1.30, Theorem 1.1 can be used to prove the density of C∞(Ω;S1) in W 1,p(Ω;S1)
for p ≥ 2.)

Set
fn = u1n∇u2n − u2n∇u1n,

so that
fn → f in Lp

and

(6)
∂fin
∂xj

− ∂fjn
∂xi

= 2
(
∂u1n

∂xj

∂u2n

∂xi
− ∂u1n

∂xi

∂u2n

∂xj

)

converges in Lp/2 to 2
(
∂u1

∂xj

∂u2

∂xi
− ∂u1

∂xi

∂u2

∂xj

)
. Multiplying (6) by ψ ∈ C∞0 (Ω), integrating

by parts and passing to the limit (using the fact that p ≥ 2) we obtain

−
∫

Ω

(
fi
∂ψ

∂xj
− fj

∂ψ

∂xi

)
= 2

∫
Ω

(
∂u1

∂xj

∂u2

∂xi
− ∂u1

∂xi

∂u2

∂xj

)
ψ.

On the other hand (4) holds a.e. (even for any u ∈ W 1,p(Ω;S1), 1 ≤ p < ∞). It follows
that f satisfies b) of Lemma 1.1, and therefore there is some ϕ ∈W 1,p(Ω;R) such that

f = ∇ϕ.

We will now prove that this ϕ is essentially the one in the conclusion of Theorem 1.1.

Recall that (see e.g. Brezis [1], Chap. IX) if g, h ∈ W 1,p(Ω) ∩ L∞(Ω) with 1 ≤ p < ∞
then gh ∈W 1,p and

∂

∂xi
(gh) = g

∂h

∂xi
+ h

∂g

∂xi
.

Set
v = ue−iϕ,



I. SOME NONSTANDARD PROPERTIES OF SOBOLEV MAPS 5

so that v ∈W 1,p and

∇v = e−iϕ(∇u− iu∇ϕ) = ue−iϕ(ū∇u− i∇ϕ)

= ue−iϕ(ū∇u− if) = ue−iϕ(u1∇u1 + u2∇u2) = 0 by (4).

We deduce that v is a constant and since |v| = 1 we may write v = eiC for some constant
C ∈ R. Hence u = ei(ϕ+C) and the function ϕ+ C has the desired properties.

Remark 1.1. The conclusion of Theorem 1.1 fails when p < 2 (in any dimension N ≥ 2).
To see this assume first that N = 2 and, for simplicity, that 0 ∈ Ω. Set

u(x) =
x

|x|
.

Clearly, u ∈ W 1,p(Ω;S1) for every 1 ≤ p < 2 (but u /∈ W 1,p for p ≥ 2). We claim that
there exists no ϕ ∈ W 1,p(Ω;R) such that u = eiϕ. Suppose that such ϕ exists. As in
the proof of Theorem 1.1 we find that (1) holds and since u ∈ C∞(Ω\{0}) we see that
ϕ ∈ C∞(Ω\{0}). Fix r > 0 so small that

Sr = {x; |x| = r} ⊂ Ω.

On Sr we have
eiϕ(r,θ) = eiθ

and thus
ϕ(r, θ) = θ + 2πk(θ)

for some k(θ) ∈ Z. By continuity k is constant on (0, 2π). Hence

lim
θ→2π
θ<2π

ϕ(r, θ)− lim
θ→0
θ>0

ϕ(r, θ) = 2π.

This is impossible since ϕ is singlevalued and continuous. The same conclusion can also
be reached using degree theory (see Section 1.3).

When N ≥ 3, we assume, as above, that 0 ∈ Ω and consider

u(x) =
(x1, x2)

(x2
1 + x2

2)1/2
.

Clearly u ∈W 1,p(Ω;S1) for every p, 1 ≤ p < 2 and moreover u ∈ C∞(ω) where
ω = Ω\{x;x1 = x2 = 0}. If ϕ ∈ W 1,p(Ω;R) exists we see, using (1), that ϕ ∈ C∞(ω).
Since u = eiϕ a.e. in Ω we have by continuity u = eiϕ everywhere in ω.
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Let Sr = {x ;x2
1 + x2

2 = r2 and x3 = · · · = xN = 0} and fix r > 0 so small that Sr ⊂ ω.
Since u = eiϕ on Sr we obtain the same contradiction as in the case N = 2.

The question of lifting of Sobolev maps for fractional Sobolev spaces W s,p is much
more delicate.

Recall the definition of fractional Sobolev spaces (see e.g. Adams [1]). Let Ω ⊂ RN be
a smooth bounded simply connected domain. For 0 < σ < 1 and 1 < p <∞, let

W σ,p(Ω) =
{
f ∈ Lp(Ω);

∫
Ω

∫
Ω

|f(x)− f(y)|p

|x− y|N+σp
dxdy <∞

}
.

We will often use the standard semi-norm

||f ||pWσ,p =
∫

Ω

∫
Ω

|f(x)− f(y)|p

|x− y|N+σp
dxdy.

To work with a norm it suffices to add |
∫

Ω
f | to||f ||Wσ, p.

If 0 < s < ∞ is a real number and s is not an integer, write s = m + σ where m = [s]
is the integer part of s and σ = s−m. Then set

W s,p(Ω) = {f ∈Wm,p(Ω); Dαf ∈W σ,p(Ω), ∀α, |α| = m} .

As above we set

W s,p(Ω;S1) = {u ∈W s,p(Ω;C); |u| = 1 a.e. on Ω}

and ask the question whether any u ∈W s,p(Ω;S1) may be written as

u = eiϕ for some ϕ ∈W s,p(Ω;R).

Here is a summary of the main results from Bourgain, Brezis and Mironescu [1]:

Case 1: N = 1, 0 < s <∞, 1 < p <∞,
Theorem 1.2.Assume N = 1, 0 < s <∞ and 1 < p <∞. Then, every u ∈ W s,p(Ω;S1)
may be written as

u = eiϕ for some ϕ ∈W s,p(Ω;R).

Case 2: N ≥ 2, 0 < s < 1, 1 < p <∞.
Theorem 1.3. Assume N ≥ 2, 0 < s < 1 and 1 < p < ∞. The answer to the lifting
question is:

a) positive when sp ≥ N ,
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b) negative when 1 ≤ sp < N ,
c) positive when sp < 1.

Case 3: N ≥ 2, 1 ≤ s <∞, 1 < p <∞.

Theorem 1.4. Assume N ≥ 2, 1 ≤ s < ∞ and 1 < p < ∞. The answer to the lifting
question is :

a) positive when sp ≥ 2,
b) negative when 1 < sp < 2.

Here “positive” means that every u ∈W s,p(Ω;S1) may be written as:

u = eiϕ for some ϕ ∈W s,p(Ω;R),

“negative” means that for some u’s in W s,p(Ω;S1) there is no ϕ ∈ W s,p(Ω;R) such that
u = eiϕ.

In case p = 2 the above theorems for Hs = W s,2 can be summarized as follows:

Corollary 1.1. When N = 1 the answer to the lifting problem in Hs is always positive.
When N ≥ 2 the answer to the lifting problem in Hs is:
a) positive when 0 < s < 1/2,
b) negative when 1/2 ≤ s < 1,
c) positive when s ≥ 1.

So far, this concerns the question of existence. Turning to the question of uniqueness
one may ask whether the difference ϕ1 − ϕ2 of two solutions is of the form 2πk for some

k ∈ Z. Clearly
1

2π
(ϕ1 − ϕ2) takes its values into Z, but this does not imply that it

is constant (since ϕ1 − ϕ2 need not be continuous). We will prove in Section 1.2 that
uniqueness holds if sp ≥ 1 (but not if sp < 1).

We present here partial proofs of the above results and we refer the reader to Bourgain,
Brezis and Mironescu [1] for complete proofs.

First, the easy case where u is continuous:

Theorem 1.5. Assume N ≥ 1, 0 < s < ∞, 1 < p < ∞ and sp > N (or p = 1 and
s = N). Then any u ∈W s,p(Ω;S1) may be lifted as u = eiϕ with ϕ ∈W s,p(Ω;R).

Proof. By the Sobolev imbedding theorem, u is continuous and, locally, we may consider
ϕ = −i log u, which is well defined and singlevalued. To conclude we need a lemma about
composition.

Lemma 1.2. Assume N ≥ 1, 0 < s <∞ and 1 < p <∞. Assume v ∈W s,p(Ω) ∩ L∞(Ω)
and let Φ ∈ C∞. Then Φ ◦ v ∈W s,p(Ω).
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The proof is very simple when 0 < s < 1 (using the definition of W s,p and the fact that
Φ is Lipschitz on the range of v). This lemma is also well-known when s is an integer,
with the help of the Gagliardo-Nirenberg inequality. When s > 1 is not an integer the
argument is more delicate, we refer to Escobedo [1], Alinhac and Gérard [1] and Lemma
A.1.1 in Appendix A.1.1.

Case 1: N = 1, 0 < s <∞, 1 < p <∞. Proof of Theorem 1.2 when sp ≥ 1.

Set I= (0,1). In view of Theorem 1.5 it suffices to consider the case s = 1/p. By
standard trace theory there is some ũ ∈W s+1/p,p(I2;R2) such that

ũ(x, 0) = u(x).

Since u takes its values into S1 one may expect that, near I×{0}, ũ takes its values “close”
to S1. This is not true for a general extension ũ. However special extensions have that
property. For example

ũ(x, y) =
1
2y

∫ x+y

x−y
u(t)dt

has the property that ũ ∈W s+1/p,p (see e.g. Appendix A.1.4) and moreover,|ũ(x, y)| → 1
uniformly in x as y → 0. This is a consequence of the fact that W s,p ⊂ VMO in the
limiting case of the Sobolev imbedding (see e.g. Boutet de Monvel-Berthier, Georgescu and
Purice [1], [2], Brezis and Nirenberg [1] and also Lemmas 1.9 and 1.10 below. Similarly,
any harmonic extension ũ of u in I2 has also the same property (see Brezis and Nirenberg
[2], Appendix 3). If we consider v = ũ/|ũ| in a neighborhood ω of I × {0} we have an
extension v of u such that

v ∈W s+1/p,p(ω;S1).

Here, we have used again Lemma 1.2.

Let us now explain how to complete the proof of the theorem when p = 2,
i.e., u ∈ H1/2(I;S1). From the above discussion we have some extension

v ∈ H1(ω;S1).

Applying Theorem 1.1 we may write

v = eiψ

for some ψ ∈ H1(ω;R) and then ϕ = ψ|I has the required properties.

We now turn to the general case. Here, we shall use the following lemma about products
in fractional Sobolev spaces. Its proof is given in Appendix A.1.3 when Ω = R

N . The case
of a smooth domain Ω follows by extending the functions to RN .
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Lemma 1.3. Assume s ≥ 1 and 1 < p <∞. Let

f, g ∈W s,p(Ω;R) ∩ L∞(Ω;R)

where Ω is a smooth bounded domain in RN . Then

f∇g ∈W s−1,p(Ω).

Moreover, if s is an integer we may also take p = 1.

Remark 1.2. In Lemma 1.3 there is no relation between s, p and N .

Proof of Theorem 1.2 completed when s = 1/p. We recall that there is a neighborhood Q
of I × {0} in R2 and an extension v of u such that

v ∈W s+1/p,p(Q;S1).

Applying once more the same construction we find some

w ∈W s+2/p,p(U ;S1)

where U is a neighborhood ofQ×{0} in R3. (This construction is possible since (s+1/p)p =
2, so that we are again in a limiting case for the Sobolev imbedding and thus v ∈ VMO).
Iterating this construction we find some

ζ ∈W s+(k/p),p(G;S1)

where G is a neighborhood of I ×{0}× . . .×{0} in Rk+1. Consider the first integer k ≥ 1
such that

s+ (k/p) ≥ 1.

This choice of k implies that

s+
j

p
< 1, j = 0, 1, . . . , k − 1,

so that at, each previous step, the standard trace theory applies (recall that a function in
W s,p has an extension in W s+1/p,p provided s is not an integer).

From the Sobolev imbedding we have

ζ ∈W 1,k+1(G;S1).

By Theorem 1.1 we may write
ζ = eiψ
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for some ψ ∈W 1,k+1(G;R). Moreover, by (1) and (4) we have

∇ψ = −iζ∇ζ.

By Lemma 1.3 we have
∇ψ ∈W s+(k/p)−1,p(G).

Hence
ψ ∈W s+(k/p),p(G).

Taking traces we have
ϕ = ψ|I×{0} ∈W s,p(I)

and
u = eiϕ.

Remark 1.3. As we have just seen, every u ∈ H1/2(I;S1) admits a lifting ϕ ∈ H1/2(I;R).
Moreover, this lifting is unique modulo an integer multiple of 2π (see Section 1.2 below)
and the map u 7→ ϕ is continous from H1/2 into H1/2 (this can be established using
the same argument as in Step 7 of the proof of Theorem 4 in Brezis and Nirenberg [1]).
Surprisingly, there is no bound whatsoever for ||ϕ||H1/2 in terms of ||u||H1/2 . Here is an
example of a sequence (ϕn) such that ||ϕn||H1/2 → +∞ while ||eiϕn ||H1/2 ≤ C. Consider
the sequence ϕn defined by

ϕn(x) =


0 for 0 < x < 1/2
2πn(x− 1/2) for 1/2 < x < (1/2) + (1/n)
2π for (1/2) + (1/n) < x < 1.

Clearly ||ϕn||H1/2 → +∞ (Since ϕn → ϕ = χ(1/2,1) in L2, where χA denotes the character-
istic function of a set A, and ϕ does not belong to H1/2). On the other hand, the reader
will easily check (for example by scaling) that ||eiϕn − 1||H1/2 remains bounded. The same
lack of estimate holds when H1/2 is replaced by W 1/p,p with any p, 1 < p <∞. Curiously
this is the only case with lack of estimate. When sp > 1 one may control ||ϕ||W s,p in
terms of ||u||W s,p . This may be easily derived from the fact that ||u||W s,p ≤ K implies a
uniform modulus of continuity; one may then lift u successively on a partition of I into
small intervals.

We also call the attention of the reader to the fact that (in dimension one) there is
an estimate for ϕ in the space H1/2 + W 1,1 (equipped with its usual norm) in terms of
||eiϕ||H1/2 ; see Bourgain, Brezis and Mironescu [1] [2] [3] for further developments.

Sketch of the proof of Theorem 1.2 when sp < 1.



I. SOME NONSTANDARD PROPERTIES OF SOBOLEV MAPS 11

We present the principal ingredients and refer to Bourgain, Brezis and Mironescu [1]
for detailed arguments. The main tool is a characterization of fractional Sobolev spaces
when sp < 1. It is originally due to Bourdaud [1] (see also an earlier work of Devore and
Popov [1]); the interested reader will find new proofs in Bourgain, Brezis and Mironescu
[1] which yield sharp constants.

Set I = (0.1). For each integer j ≥ 0, consider the partition Pj of I into 2j intervals of
length 2−j . Denote by Ej the space of functions from I into C which are constant on each
interval of Pj . Given a function f ∈ Lp(I) consider the function fj = Ej(f) ∈ Ej defined
as follows:

Any x ∈ I belongs exactly to one interval of the partition Pj , say Qj(x). Set

(7) fj(x) = Ej(f)(x) = �

∫
Qj(x)

f = 2j
∫
Qj(x)

f.

Clearly we have

(8) ||Ej(f)||Lp(I) ≤ ||f ||Lp(I) ∀j,

and

(9) Ej(f)→ f in Lp and a.e. as j →∞.

Lemma 1.4. For any 0 < s < 1 and any 1 < p <∞ we have

(10)
∑
j≥0

2spj ||f − fj ||pLp(I) ≤ C||f ||
p
W s,p(I)

where C depends only on s and p.

On the other hand, we have

Lemma 1.5. Assume sp < 1 and let (gj)j=0,1,... be a sequence of functions on I such that

(11) gj ∈ Ej ∀j = 0, 1, ...

and

(12)
∑
j≥1

2spj ||gj − gj−1||pLp(I) <∞.
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Then (gj) converges in Lp(I) to some g ∈W s,p(I) with

(13) ||g||pW s,p ≤ C
∑
j≥1

2spj ||gj − gj−1||pLp(I).

where the constant C depends only on s, p and blows up as sp→ 1.

Combining Lemmas 1.4 and 1.5 (applied with gj = Ej(f)) we obtain, for sp < 1, the
norm - equivalence,

(14) ||f ||pW s,p(I) ∼
∑
j≥1

2spj ||Ej(f)− Ej−1(f)||pLp(I),

which can be regarded as a characterization of W s,p functions in terms of their components
in a Haar (or wavelet) basis; see Bourdaud [1].

Assuming the two lemmas we now proceed as follows. Let u ∈ W s,p(I;S1); for each
integer j ≥ 0 define uj as in (7) and

Uj(x) =


uj(x)
|uj(x)|

if uj(x) 6= 0

1 if uj(x) = 0.

Clearly Uj → u a.e. For each j ≥ 0 we construct a function ϕj : I → R in Ej , such that

(15) eiϕj = Uj on I

(16) |ϕj − ϕj−1| ≤ C|Uj − Uj−1|, j = 1, 2, ...

Note that (16) can be achieved by induction on j, for example with C = π/2.

On the other hand, observe that for every ξ, η, ζ ∈ C with |ζ| = 1, we have

(17)
∣∣ ξ
|ξ|
− η

|η|
∣∣ ≤ 4(|ζ − ξ|+ |ζ − η|)

with the convention that 0
0 = 1 (consider separately the case where |ξ|, |η| ≥ 1/2 and the

case where either |ξ| < 1/2 or |η| < 1/2).

Applying (17) to ξ = Ej(u)(x), η = Ej−1(u)(x) and ζ = u(x) we obtain a.e. on Ω

(18) |Uj − Uj−1| ≤ 4(|u− Ej(u)|+ |u− Ej−1(u)|).



I. SOME NONSTANDARD PROPERTIES OF SOBOLEV MAPS 13

Combining this with (16) yields

(19) |ϕj − ϕj−1| ≤ C(|u− Ej(u)|+ |u− Ej−1(u)|)

and thus

(20)
∑
j≥1

2spj ||ϕj − ϕj−1||pLp ≤ C
∑
j≥0

2spj ||u− Ej(u)||pLp .

In view of Lemmas 1.4 and 1.5 we conclude that ϕj → ϕ in Lp with ϕ ∈ W s,p, eiϕ = u
and

||ϕ||W s,p(I) ≤ C||u||W s,p(I)

We may always assume (by adding to ϕ an integer multiple of 2π) that

∣∣ ∫
I

ϕ
∣∣ ≤ 2π.

Thus we have constructed a function ϕ in W s,p such that eiϕ = u and

(21) ||ϕ||Lp(I) + ||ϕ||W s,p(I) ≤ C (1 + ||u||W s,p(I)).

Note that there is an interesting contrast between estimate (21) and the lack of estimate
when s = 1/p (see Remark 1.3).

Remark 1.4. The proof of Lemma 1.4 is easy, but the proof of Lemma 1.5 is quite
technical which makes the complete proof of Theorem 1.2, when sp < 1 rather involved. It
would be interesting to find a simpler proof, even in case p = 2 (i.e., in Hs = W s,2) when
s < 1/2; see O P1 in Section 1.8.

Remark 1.5. The function ϕ constructed above also belongs to every Lq, q <∞. This
may be seen by observing that u ∈ W s,p ∩ L∞ ⊂ W σ,q for every σ < s with σq = sp (by
the Gagliardo-Nirenberg inequality, see Appendix A.1.3). Since the construction of ϕ is
independent of s and p, this ϕ belongs to every such W σ,q. Choosing σ close to zero we
obtain a q which is arbitrarily large. We do not know if this ϕ belongs to L∞ (or even to
BMO); see also OP2 in Section 1.8.

Case 2: N≥2, 0 < s<1, 1 < p <∞.

This case is covered by Theorem 1.3. We examine separately the assertions a), b), c)
in the theorem.

Proof of Theorem 1.3 a). When sp > N the conclusion follows from Theorem 1.5. When
sp = N the argument is exactly the same as in the proof of Theorem 1.2 (with sp = 1).
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Proof of Theorem 1.3 b). Without loss of generality we may assume that Ω is the unit
ball. Recall that s and p are given with 0 < s < 1, 1 < p <∞ and 1 ≤ sp < N . Let

ψ(x) =
1
|x|α

with
N − sp
p

≤ α < N − sp
sp

and let
u = eiψ.

We claim that

(22) u ∈W s,p(Ω;S1).

Indeed, it is easy to check that

ψ ∈W 1,q, ∀q < N

α+ 1
.

Thus
u ∈W 1,q, ∀q < N

α+ 1

and consequently

u ∈W σ,q, ∀σ < 1, ∀q < N

α+ 1
.

Since u ∈ L∞ we also have

(23) u ∈W t,r, ∀t ∈ (0, 1), ∀r ∈ (1,∞) with tr <
N

α+ 1
.

This is a consequence of the Gagliardo-Nirenberg type inequality for fractional Sobolev
spaces:

Lemma 1.6. Assume f ∈W σ,q ∩ L∞ where 0 < σ <∞ and 1 < q <∞. Then

f ∈W t,r, ∀t ∈ (0, σ) with r = σq/t.

This is the well-known Gagliardo-Nirenberg inequality when both σ and t are integers. It
is easy to verify (see Appendix A.1.3) when both σ and t are not integers (This is the case
used above). The more delicate case, where one of the reals σ, t is an integer and the other
is not, is discussed in Appendix A.1.3.

In particular, in (23), we may take t = s and r = p, i.e., (22) holds.
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Next we claim that there is no ϕ ∈ W s,p(Ω;R) such that u = eiϕ. Assume, by contra-
diction, that such ϕ exists. Set

η =
1

2π
(ϕ− ψ).

Clearly η takes its value in Z and

η ∈W s,p
loc (Ω\{0};Z)

(because ψ is smooth on Ω\{0}). Since sp ≥ 1 and Ω\{0} is connected we conclude, using
Theorem 1.6 below that η is a constant. Hence ψ ∈W s,p(Ω;R). But this is not true: note
that, by scaling,

A(r) =
∫
Br

∫
Br

|ψ(x)− ψ(y)|p

|x− y|N+sp
dxdy

satisfies A(1) = rβA(r) with β = (α + s)p −N ≥ 0 (by assumption on α). If A(1) < ∞,
then A(1) = 0 (by letting r → 0). But this is impossible, Thus A(1) =∞, i.e., ψ /∈W s,p.

A topological obstruction. Here is an alternative example of nonexistence in the
special case N = 2, s = 1/2 and p = 2. Set

u(x) =
x

|x|
.

It belongs to H1/2(Ω;S1) (in fact to W 1,p(Ω) for every p < 2). There is no ϕ ∈ H1/2(Ω;R)
such that u = eiϕ. Assume, by contradiction, that such ϕ exists and let ϕ(x, y) be some
harmonic extension to Q = Ω × (0, 1) with ϕ ∈ H1(Q). Let u = eiϕ ∈ H1(Q;S1). Let
Σr = {(x, y); |x| = r and y ∈ (0, 1)}. For a.e. r the restriction of u to Σr belongs to
H1(Σr) and its trace on Cr ×{0} is u|Cr . Fix any such r. As y → 0, u(x, y) tends to u(x)
in H1/2(Cr).

On the other hand, for each y ∈ (0, 1), deg(u(·, y), Cr) = 0. Indeed u is smooth on Q
and ut(σ) = u(tσ, y), σ ∈ S1, t ∈ [0, r] is a S1-valued homotopy connecting u(·, y) to a
constant.

We conclude using the stability of degree under H1/2 convergence (see Theorem 1.11)
that

deg(u,Cr) = 0

but this degree is one since u(x) =
x

|x|
.

When N ≥ 3, the same construction as above with

u(x) =
(x1, x2)

(x2
1 + x2

2)1/2
, x = (x1, x2, ..., xN )
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provides and example of a function u ∈ W s,p(Ω;S1) for every s ∈ (0, 1) and every p ∈
(1,∞) with sp < 2 and which has no lifting when sp ≥ 1. However this example does not
reach the optional condition sp < N when N ≥ 3 – see Remark 1.6 below.

Remark 1.6. The lack of lifting (within W s,p) is in fact more “dramatic”. For sim-
plicity, consider first the case N = 2. The topological example described above provides
an example of a function

u ∈W s,p(Ω;S1) ∀p ∈ (1,∞), ∀s < 2/p,

which has no lifting ϕ ∈W 1/p,p (but it does have a lifting ϕ ∈W (1/p)−ε,p ∀ε > 0). Since
s is arbitrarily close to 2/p, this means that the operation of lifting may induce a “loss of
1/p derivative” in the W σ,p scale.

WhenN ≥ 3 the precise loss of regularity in lifting is not well understood. For simplicity,
consider the case N = 3 and p = 4. First a summary of the known results:

(a) If s < 1/4, any u ∈W s,4 has a lifting in W s,4.
(b) If s ≥ 3/4, any u ∈W s,4 has a lifting in W s,4.
(c) If 1/4 ≤ s < 3/4 some u’s in W s,4 have no lifting in W s,4.
(d) The topological example provides an example of a function u ∈ W s,4 ∀s < 1/2,

and this u has no lifting even in W 1/4,4.

It would be interesting to understand what happens when 1/2 ≤ s < 3/4, see OP3 in
Section 1.8.

Proof of Theorem 1.3 c). The existence of a lifting ϕ ∈ W s,p when sp < 1 is proved
using the same argument as in the case N = 1. (The statements of Lemma 1.4 and 1.5
hold without any change when the interval I is replaced by a cube; see Bourgain, Brezis
and Mironescu [1]).

Remark 1.7. When sp < 1 the existence of a lifting ϕ ∈W s,p comes with an estimate

(24) ||ϕ||W s,p ≤ C(1 + ||u||W s,p).

The constant C depends on s, p and blows up as sp→ 1. Indeed, if the constant C would
remain bounded we would reach a contradiction with Remark 1.3 when N = 1 and a
contradiction with Theorem 1.3 b) when N ≥ 2. It is of interest to study how the best
constant in (24) behaves as sp→ 1. For example, when p = 2, the best constant is of the
order of (1 − 2s)1/2 as s → 1/2; see Bourgain, Brezis and Mironescu [1], [3], where the
reader will also find the motivation for the study of the best constant.

Case 3: N ≥ 2, s ≥ 1, 1 < p <∞.
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Our main positive result is a slight improvement of Theorem 1.4 a):

Theorem 1.4’a). Assume N ≥ 2, s ≥ 1, 1 < p < ∞ and sp ≥ 2. Then any u ∈
W s,p(Ω;S1) may be lifted as u = eiϕ with ϕ ∈W s,p(Ω;R) ∩W 1,sp(Ω;R).

Proof. Observe that
W s,p ∩ L∞ ⊂W 1,sp

by the Gagliardo-Nirenberg inequality. Since sp ≥ 2 we may apply Theorem 1.1 and write
u = eiϕ for some ϕ ∈W 1,sp(Ω;R). Using Lemma 1.3 we find that

∇ϕ = −iu ∇u ∈W s−1,p.

so that ϕ ∈W s,p.

Remark 1.8. If s is an integer, s ≥ 2 and 1 ≤ p <∞, then any u ∈W s,p(Ω;S1) may be
lifted as u = eiϕ with ϕ ∈ W s,p(Ω;R). In view of Theorem 1.4’a, it is only the case p = 1
which is new. This case is treated noting that Lemma 1.3 still holds when p = 1 and s is
an integer.

We complete this section with the

Proof of Theorem 1.4b). Consider the example of Remark 1.1. Assume N = 2 (the case
N ≥ 3 is handled as in Remark 1.1). First one checks (as in the proof of Lemma A.1.XXX)
that

u(x) =
x

|x|

belongs to W s,p(Ω;S1) for any s ∈ (0,∞) and any p ∈ (1,∞) with sp < 2. We claim that
there exists no ϕ ∈ W s,p(Ω;R) such that u = eiϕ. Suppose that such ϕ exists. Fix a disc
ω ⊂ Ω with 0 6∈ ω. We have

1
2π

(ϕ− θ) ∈ Z on ω.

Moreover, the function θ is smooth on ω. Thus 1
2π (ϕ− θ) ∈ W s,p(ω;Z). Since sp ≥ 1 we

may apply Theorem 1.6 below to conclude that

ϕ = θ + 2kπ for some k ∈ Z.

Hence ϕ ∈ C∞(Ω\{0}) and we obtain a contradiction as in Remark 1.1.

Remark 1.9. Finally, we point out that the question of lifting can be raised for a variety
of function spaces. In particular it has been studied for VMO in Coifman and Meyer [1]
and in Brezis-Nirenberg [1], where it is established that the answer is positive.
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1.2. Sobolev functions with values into Z; connectedness of the essential range

A continuous function on a connected space with values into Z must be constant.
Sobolev functions in W s,p which are not necessarily continuous have that property un-
der some appropriate conditions on s and p. The main result is the following

Theorem 1.6. Assume Ω is a connected open set in RN , N ≥ 1. Let 0 < s < ∞ and
1 < p <∞ be such that

(1) sp ≥ 1.

Assume
u ∈W s,p(Ω;Z).

Then u is constant.

Remark 1.10. It is surprising that the conclusion of Theorem 1.6 holds under condition
(1) which is much weaker than the condition sp > N needed for the injection of W s,p into
continuous functions. Assumption (1) is optimal. Indeed, the characteristic function, χω,
of any smooth domain ω compactly contained in Ω belongs to W s,p(Ω) for any s, p with
sp < 1. It suffices to check that∫

ω

∫
Ω\ω

dxdy

|x− y|N+δ
<∞ for all δ < 1.

After localization we may take

Ω = {(x1, x
′) with x1 ∈ R, |x1| < 1 and x′ ∈ RN−1, |x′| < 1}

and
ω = {(x1, x

′) with 0 < x1 < 1 and |x′| < 1}.

One has to verify that

I =
∫
B

∫
B

∫ 1

0

∫ 1

0

dx′dy′dx1dy1

(|x′ − y′|+ (x1 + y1))N+δ
<∞,

where B denotes the unit ball in RN−1. Changing the variable y′ into Y ′ = y′ − x′ we see
that

I ≤ |B|
∫

2B

∫ 1

0

∫ 1

0

dY ′dx1dy1

(|Y ′|+ (x1 + y1))N+δ
≤ C

∫ 1

0

rNdr

rN+δ
<∞.

Remark 1.11. There is a very simple proof of Theorem 1.6 when s ≥ 1. It suffices to
check that any function u ∈ W 1,1(Ω;Z) is a constant. Indeed, let k ∈ Z be such that
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|{x;u(x) = k}| > 0. Let f ∈ C∞(R) be such that f(t) ≡ 1 near t = k and f ≡ 0 outside
a small neighborhood of k. Then ∇(f ◦ u) = f ′(u)∇u = 0 a.e. since f ′(`) = 0 ∀` ∈ Z.
Hence f ◦ u is constant, so f ◦ u ≡ 1. It follows that u = k a.e.

Alternatively, let Ak = {x ∈ Ω; u(x) = k} so that Ω =
⋃
k∈ZAk. By a well-known

result of Stampacchia [1] (see also Gilbarg and Trudinger [1]), ∇u = 0 a.e. on Ak and
therefore ∇u = 0 a.e. on Ω. Hence u is a constant.

Remark 1.12. There is also a simple proof of Theorem 1.6 when 0 < s < 1 and sp ≥ N .
We may always assume that sp = N , otherwise, if sp > N , u is continuous by the Sobolev
imbedding theorem and the conclusion is obvious. If sp = N and u ∈W s,p then u ∈ VMO,
i.e.,

�

∫
Q

|u−�
∫
Q

u| → 0 as |Q| → 0

where Q is a cube or a ball in Ω (see e.g. Brezis and Nirenberg [1]). Set

uε(x) = �

∫
Bε(x)

u(y)dy.

If there is a closed set F ⊂ R such that u(x) ∈ F for a.e. x ∈ Ω then dist(uε(x), F ) → 0
as ε → 0 uniformly in x (in a compact set K ⊂ Ω). In particular, when F = Z, since uε
is continuous, there is, for small ε, some kε ∈ Z such that ‖uε − kε‖L∞(K) → 0 as ε → 0.
Since

∫
K
uε converges, it follows that kε converges as ε→ 0, hence is constant for small ε.

Thus u = k a.e. on K.

Remark 1.13. Bethuel and Demengel [1] (Lemma A.1 in their Appendix) have stated
Theorem 1.6 when sp > 1 with a sketch of proof. Here is their main idea, for example,
when Ω = (0, 1)2. For a.e. y, the function x 7→ u(x, y) belongs to W s,p(0, 1). Hence it is
continuous and thus constant. Similarly the function y 7→ u(x, y) is constant. Therefore
u is a constant a.e. on Ω. All these claims have to be carefully justified; this is done in
the first proof below. Hardt, Kinderlehrer and Lin[2] have also stated Theorem 1.6 when
s = 1/2 and p = 2 with a sketch of proof. Their method is similar, when N = 1, to the
second proof we present below.

First proof of Theorem 1.6. (Following Brezis, Li, Mironescu and Nirenberg [1]).
It suffices to prove that u is locally constant and thus we may assume that Ω = (0, 1)N .

Recall that if u ∈ W s,p(Ω;R) (any s and any p), then for each 1 ≤ i ≤ N and for a.e.
x′ = (x1, x2, ..., xi−1, xi+1, ..., xN ) ∈ (0, 1)N−1, the function

a 7→ v(a) = u(x1, x2, ..., xi−1, a, xi+1, ..., xN )

belongs to W s,p((0, 1);R) (see e.g. Bethuel and Demengel [1]). On the other hand recall
that if sp ≥ 1

W s,p(0, 1) ⊂ VMO(0, 1)
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(see Brezis and Nirenberg [1] or Lemma 1.9 below) Combining these two facts we deduce,
as in Remark 1.12, that for a.e. x′ ∈ (0, 1)N−1 the function v is constant a.e. To complete
the argument we rely on a purely measure theoretical.

Lemma 1.7. Let u be a real-valued measurable function on (0, 1)N such that for each
1 ≤ i ≤ N and for a.e. x′ ∈ (0, 1)N−1 the function

a 7→ v(a) = u(x1, x2, ...xi−1, a, xi+1, ..., xn)

is constant a.e. on (0, 1). Then u is constant a.e. on (0, 1)N .

Proof. We may always assume that u is also bounded (and thus integrable) since
otherwise we may replace u by Arctan u. By the triangle inequality, with

λ = (λ1, ...λN ) and µ = (µ1, ...µN ),

we have
|u(λ)− u(µ)| ≤ |u(λ1, λ2, ...λN−1, λN )− u(λ1, λ2, ...λN−1, µN )|

+ |u(λ1, λ2, ...λN−1, µN )− u(λ1, λ2, ...µN−1, µN )|
+ ...+ |u(λ1, µ2, ...µN−1, µN )− u(µ1, µ2, ...µN−1, µN )|.

It follows from the assumption that∫
(0,1)N

∫
(0,1)N

|u(λ)− u(µ)|dλdµ = 0.

Consequently, u(λ)−u(µ) = 0 a.e. on (0, 1)N×(0, 1)N which implies that u(λ) is constant
a.e. on (0, 1)N

Second proof of Theorem 1.6. The main tool is the following

Lemma 1.8. Let Ω be a connected open set in RN . Let A be a measurable subset of Ω.
Assume

(2)
∫
A

∫
Ω\A

dx dy

|x− y|N+1
<∞

then either |A| = 0 or |Ω\A| = 0.

Assuming the lemma, we may now present the

Proof of Theorem 1.6. As we have just observed the conclusion is obvious when s ≥ 1.
Thus we may assume that 0 < s < 1. Without loss of generality we may also assume that
Ω is bounded. Let k ∈ Z be such that A = {x ; u(x) = k} has a positive measure. Then

∞ >

∫
Ω

∫
Ω

|u(x)− u(y)|p

|x− y|N+sp
≥ C

∫
A

dx

∫
Ω\A

dy

|x− y|N+1
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and by Lemma 1.8, |Ω\A| = 0 i.e., u = k a.e. on Ω.

When A is an open set with smooth boundary the proof of Lemma 1.8 is straightforward:
it may easily be reduced to the case where Ω = (0, 1)N and A = (0, 1)N−1 × (0, 1/2) and
the fact that ∫ 1/2

0

∫ 1

1/2

dxdy

|x− y|2
=∞.

To handle the case where A has a rough boundary it is natural to introduce a smoothing
of the characteristic function of A:

Proof of Lemma 1.8. Set B = Ω\A and let (ρε) be a sequence of mollifiers, i.e., ρε(x) =
ε−Nρ(x/ε) where ρ is a smooth function with support in the unit ball, ρ ≥ 0 and

∫
ρ = 1.

Set fε = ρε ? χA and gε = ρε ? χB , so that fε ≥ 0, gε ≥ 0, fε → χA, gε → χB a.e. and
in L1

loc(RN ).

Fix any open set ω ⊂ Ω with compact closure in Ω. Note that

(3) fε + gε = 1 in ω for ε < ε0 = dist(ω, ∂Ω).

For ε < ε0, set

Zε = {x ∈ ω;
1
3
< fε(x) <

2
3
} = {x ∈ ω;

1
3
< gε(x) <

2
3
}.

Claim: Under assumption (2) we have

(4) |Zε| = o(ε) as ε→ 0.

Proof of Claim. We have∫
Zε∩A

gε(x)dx =
∫
Zε∩A

dx

∫
|y−x|<ε

ε−Nρ(
x− y
ε

)χB(y)dy

≤ ε‖ρ‖∞
∫
Zε∩A

dx

∫
B

dy

|x− y|N+1

and therefore

(5) |Zε ∩A| ≤ 3ε‖ρ‖∞
∫
Zε∩A

dx

∫
B

dy

|x− y|N+1
.

In particular,

|Zε ∩A| ≤ εC
∫
A

∫
B

dxdy

|x− y|N+1
= O(ε),
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by assumption (2). Using (5) and (2) once more we see that

|Zε ∩A| = o(ε).

Similarly,
|Zε ∩B| = o(ε)

and consequently
|Zε| = |Zε ∩A|+ |Zε ∩B| = o(ε).

We may now complete the proof of Lemma 1.8. Let h : R → R be a fixed smooth
function such that h(t) = 0 for t ≤ 1/3 and h(t) = 1 for t ≥ 2/3. We have

(6)
∫
ω

|∇(h ◦ fε)| =
∫
ω

|h′(fε)| |∇fε| ≤ C
∫
Zε

|∇fε|.

But ∇fε = (∇ρε) ? χA and therefore

(7) ‖∇fε‖∞ ≤ ‖∇ρε‖1‖χA‖∞ ≤ C/ε.

Combining (4), (6) and (7) we are led to

(8)
∫
ω

|∇(h ◦ fε)| → 0 as ε→ 0.

On the other hand h ◦ fε → h ◦ χA = χA in L1(ω). Together with (8) this yields

∇(χA) = 0 in the sense of distributions in ω.

Since ω is an arbitrary open set in Ω with compact closure in Ω we conclude that

∇(χA) = 0 in the sense of distributions in Ω.

Therefore χA is a constant in Ω (recall that Ω is connected). That constant is either 0
(and then |A| = 0) or 1 (and then |Ω\A| = 0).

There is a version of Lemma 1.8 which involves functions instead of sets and which may
be easily derived from Lemma 1.8:

Lemma 1.8′. Let Ω be a connected open set in RN . Let f, g be nonnegative measurable
functions on Ω such that

f + g ≥ 1 a.e. on Ω
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and ∫
Ω

∫
Ω

f(x)g(y)
|x− y|N+1

dxdy <∞.

Then either f = 0 a.e. on Ω or g = 0 a.e. on Ω.

Proof. Set f̃ = min {f, 1} and g̃ = min{g, 1}, so that we still have f̃ + g̃ ≥ 1 a.e., in Ω and

(9)
∫

Ω

∫
Ω

f̃(x)g̃(y)
|x− y|N+1

dxdy <∞.

As above, let ω ⊂ Ω be an open set with compact closure in Ω. For ε < ε0 = dist(ω, ∂Ω)
and for x ∈ ω, set

g̃ε(x) = �

∫
Bε(x)

g̃(y)dy,

so that g̃ε → g̃ a.e. in ω as ε→ 0.

From (9) we have

(10)
∫
ω

f̃(x)g̃ε(x)dx ≤ Cε
∫ ∫
ω×ω
|x−y|<ε

f̃(x)g̃(y)
|x− y|N+1

dxdy ≤ Cε.

Passing to the limit in (10), as ε→ 0, we obtain∫
ω

f̃(x)g̃(x)dx = 0

and thus f̃ g̃ = 0 a.e. on ω. Since this holds for every ω we deduce that f̃ g̃ = 0 a.e. on Ω.
It follows easily that f̃ = χA and g̃ = χΩ\A for some measurable set A ⊂ Ω, so that we
are reduced to the setting of Lemma 1.8.

Remark 1.14. Assume u ∈W s,p(Ω,Rd)∩L∞(Ω,Rd) with sp ≥ 1, where Ω is connected.
Then essR(u) is connected. [Here, the essential range, essR(u), is the smallest closed set
F in Rd such that u(x) ∈ F a.e. (see e.g. Brezis and Nirenberg [1]).] This property follows
easily from Lemma 1.8. The restriction u ∈ L∞(Ω;Rd) is important when s = 1/p and
d ≥ 2. For example, on Ω = (0, 1), the function

t 7→
(
t,
∣∣ log |t− 1/2|

∣∣α) , 0 < α < 1/2

belongs to H1/2(Ω;R2) and its range is disconnected.
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However, if sp > 1 and u ∈W s,p(Ω;Rd), then essR(u) is connected. This is clear when
N = 1 and the general case is done by induction.

Remark 1.15. Lemma 1.6 is also a direct consequence of a characterization of BV func-
tions due to Bourgain, Brezis and Mironescu [3]: for every f ∈ L1(Ω),

||f ||BV ≤ C lim inf
ε→0

ε

∫
Ω

|f(x)− f(y)|
|x− y|N+1−ε dxdy

where C depends only on N (with the convention that, if f is not BV then ||f ||BV =∞).
Applying this result to f = χA we see that, under assumption (2), χA ∈ BV and
∇(χA) = 0. Thus χA is a constant which is either 0 (and then |A| = 0) or 1 (and then
|Ω\A| = 0).

1.3. Degree, traces and lifting

We assume here that Ω ⊂ R2 is a smooth bounded connected domain. Consider first
the case where Ω is simply connected.

We start with some preliminaries about the degree. Assume g ∈ C0(∂Ω;S1). Consider
a direct parametrization p(t) : [0, 1] → ∂Ω. Since g ◦ p is continuous on [0, 1] there is a
continuous function ϕ on [0, 1] such that g(p(t)) = eiϕ(t).

Note that g(p(0)) = g(p(1)) and thus ϕ(1)− ϕ(0) = 2πk with k ∈ Z. The number k is
by definition the degree of g on ∂Ω. We denote it by deg(g, ∂Ω) or simply deg g if there
is no ambiguity. It is independent of the choice of p. Moreover, if gn → g uniformly then
deg gn = deg g for n sufficiently large. As a consequence the degree is constant along a
continuous homotopy, i.e., if H ∈ C0(∂Ω× [0, 1];S1) then deg(H(·, 0)) = deg(H(·, 1)).

Note that if g ∈ C0(∂Ω;S1) is such that deg g = 0, we may write g = eiϕ0 for some
ϕ0 ∈ C0(∂Ω;R). We emphasize that ϕ0 is a singlevalued function. Conversely, if g = eiϕ0

for some ϕ0 ∈ C0(∂Ω;R), then deg g = 0.

It is clear that if g, h ∈ C0(∂Ω;S1) then

(1) deg(gh) = deg g + deg h

and
deg(g/h) = deg g − deg h.

Here gh means the usual product of the two complex functions (it is not the scalar product
of vectors in R2).

When g ∈ C1(∂Ω;S1) there is a convenient formula which we shall often use:

(2) deg g =
1

2π

∫
∂Ω

(g ∧ gτ )ds,
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where a∧b = a1b2−a2b1 and gτ denotes the derivative of g with respect to τ , the positively
oriented unit tangent vector at ∂Ω.

Proof of (2). We have

1
2π

∫
∂Ω

g ∧ gτds =
1

2π

∫ 1

0

g(p(t)) ∧
(

1
|p′(t)|

d

dt
(g(p(t))

)
|p′(t)|dt

=
1

2π

∫ 1

0

eiϕ(t) ∧ d

dt
(eiϕ(t))dt =

1
2π

∫ 1

0

ϕ′(t)dt

=
1

2π
[ϕ(1)− ϕ(0)] = deg g.

Remark 1.16. For the reader familiar with Complex Analysis, we point out that (2) is
the index formula for a function g ∈ C1(∂Ω;C\{0}), namely

deg g =
1

2iπ

∫
∂Ω

gτ
g
.

In the special case where |g| = 1, this becomes

deg g =
1

2iπ

∫
∂Ω

ggτ .

But g · gτ = 0 and thus ggτ = i(g ∧ gτ ) (note that a · b = 0 implies ab = i(a ∧ b) for
a, b ∈ R2).

There is a “cousin” of formula (2), namely if u ∈ C2(Ω;R2) is such that u = g on ∂Ω,
then

(3) deg g =
1
π

∫
Ω

ux ∧ uydxdy.

Proof of (3). We have∫
Ω

ux ∧ uydxdy =
∫

Ω

1
2

[(u ∧ uy)x + (ux ∧ u)y]

=
1
2

∫
∂Ω

(u ∧ uy)nx + (ux ∧ u)ny =
1
2

∫
∂Ω

u ∧ (−uxny + uynx)

=
1
2

∫
∂Ω

u ∧ (uxτx + uyτy) =
1
2

∫
∂Ω

u ∧ uτ .

Here n = (nx, ny) denotes the outward normal vector and we have used the fact that
nx = τy and ny = −τx.
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Notation. Given a boundary condition g, set

H1
g (Ω;R2) = {u ∈ H1(Ω;R2);u = g on ∂Ω}

and
H1
g (Ω;S1) = {u ∈ H1

g (Ω;R2); |u| = 1 a.e.}.

We have already seen (Theorem 1.1) that

H1(Ω;S1) = {u = eiϕ with ϕ ∈ H1(Ω;R)}.

We now give a similar result for H1
g (Ω;S1):

Theorem 1.7. Let g ∈ H1/2(∂Ω;S1) ∩ C0(∂Ω;S1) be such that deg g = 0. Then

a) g = eiϕ0 for some ϕ0 ∈ H1/2(∂Ω;R) ∩ C0(∂Ω;R);

b) H1
g (Ω;S1) = {u = eiϕ;ϕ ∈ H1

ϕ0
(Ω;R)}.

Proof.

a) Since deg g = 0 there is some ϕ0 ∈ C0(∂Ω;R) such that g = eiϕ0 .

This ϕ0 belongs to H1/2 since locally ϕ0 = −i log g and thus it is of the form ϕ0 = Φ(g)
where Φ is smooth.

b) The inclusion ⊃ is clear and we turn to ⊂.

Let u ∈ H1
g (Ω;S1). By Theorem 1.1 there is a ϕ ∈ H1(Ω;R) such that u = eiϕ.

Then eiϕ|∂Ω = u|∂Ω = g = eiϕ0 , so that
1

2π
(ϕ|∂Ω − ϕ0) ∈ H1/2(∂Ω;Z). It follows from

Theorem 1.8 that, for some k ∈ Z, ϕ|∂Ω = ϕ0 + 2kπ a.e. Hence, u = ei(ϕ−2kπ), where
ϕ− 2kπ ∈ H1

ϕ0
(Ω;R).

The next result is an extension of formula (3) to H1 maps:

Theorem 1.8. Let u ∈ H1(Ω;R2) with u|∂Ω = g ∈ C0(∂Ω;S1). Then

(4) deg g =
1
π

∫
Ω

ux ∧ uy.

Proof. We first claim that if u, v ∈ H1(Ω;R2) are such that u|∂Ω = v|∂Ω, then

(5)
∫

Ω

ux ∧ uy =
∫

Ω

vx ∧ vy.
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Indeed let w = v − u. Then w ∈ H1
0 (Ω;R2) and∫

Ω

vx ∧ vy =
∫

Ω

ux ∧ uy +
∫

Ω

wx ∧ uy

+
∫

Ω

ux ∧ wy +
∫

Ω

wx ∧ wy.

It suffices to prove that

(6)
∫
wx ∧ fy =

∫
wy ∧ fx, w ∈ H1

0 (Ω;R2), f ∈ H1(Ω;R2).

Now, if w ∈ C∞0 then∫
wx ∧ fy =

∫
(wx ∧ f)y −

∫
wxy ∧ f = −

∫
wxy ∧ f

and ∫
wy ∧ fx =

∫
(wy ∧ f)x −

∫
wxy ∧ f = −

∫
wxy ∧ f,

so that (6) holds for w ∈ C∞0 . For general w’s, (6) follows via approximation.

We now turn to the proof of (4). Let (hn) be a sequence in C3(∂Ω) such that hn → g

uniformly and in H1/2(∂Ω). Then gn =
hn
|hn|

is well-defined for large n, and, also for large

n, we have deg gn = deg g. Moreover, gn → g in H1/2(∂Ω) (see Lemma A.1.5). Let un be
the harmonic extension of gn and u the harmonic extension of g. By (3), we have

deg g = deg gn =
1
π

∫
(un)x ∧ (un)y →

1
π

∫
ux ∧ uy.

Corollary 1.2. Let g ∈ C0(∂Ω;S1) ∩H1/2(∂Ω;S1).

Then
H1
g (Ω;S1) 6= φ if and only if deg g = 0.

Indeed, recall that for u ∈ H1(Ω;S1) we have ux ∧ uy = 0 a.e. (see (5) in the proof of
Theorem 1.1).

Consider now the case of a multi-connected domain Ω, which we write as

Ω = G\
⋃
i∈I

ωi
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where I is finite and G,ωi are open, smooth and simply connected in R2 and ωi ⊂ G,
ωi ∩ ωj = φ for i 6= j.

It will be convenient to introduce “reference” points and “reference” maps. For each
j = 1, 2, . . . , fix some aj ∈ ωj and set

wj(z) =
z − aj
|z − aj |

∈ C∞(R2\{aj};S1).

Given the integers dj ∈ Z, let
w =

∏
j

w
dj
j .

We claim that

(7) deg(wj , ∂ωj) = 1,

(8) deg(wj , ∂ωk) = 0 if k 6= j,

(9) deg(wj , ∂G) = 1,
and
(10) deg(w, ∂G) =

∑
j

dj .

Proof of (7) and (9). Fix some ρ > 0 so small that Bρ(aj) ⊂ ωj . Since |wj | = 1 we have

(wj)x ∧ (wj)y = 0 on R2\{aj}.

In particular

I =
1
π

∫
ωj\Bρ(aj)

(wj)x ∧ (wj)y = 0

and
J =

1
π

∫
G\Bρ(aj)

(wj)x ∧ (wj)y = 0.

Integrating by parts as in the proof of (3) we obtain

I = deg(wj , ∂ωj)− deg(wj , ∂Bρ(aj))

= deg(wj , ∂ωj)− 1 = 0,

i.e., (7) holds and similarly for (9).

Proof of (8). By (3) we have

deg(wj , ∂ωk) =
1
π

∫
ωk

(wj)x ∧ (wj)y = 0.
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Proof of (10). We have, using (1),

deg(w, ∂G) =
∑
j

deg(wdjj , ∂G) =
∑
j

dj .

The next result is an analogue of Theorem 1.1 for multi-connected domains

Theorem 1.9. Let u ∈ H1(Ω;S1). Assume that

u|∂Ω ∈ H1/2(∂Ω) ∩ C0(∂Ω).

Let
d = deg(u, ∂G) and dj = deg(u, ∂ωj).

Then
a) d =

∑
j

dj ;

b) there exists some ψ ∈ H1(Ω;R) such that

(11) u = weiψ.

Proof of a). For each j, let vj be the harmonic extension in ωj of u|∂ωj . Thus
vj ∈ H1(ωj ;R2) ∩ C0(ωj ;R2) and

(12) dj =
1
π

∫
ωj

(vj)x ∧ (vj)y

by Theorem 1.8.

On the other hand, let

ũ =
{
u in Ω
vj in ωj

so that ũ ∈ H1(G;R2) and ũ|∂G = u|∂G. Then

deg(ũ, ∂G) =
1
π

∫
G

ũx ∧ ũy =
∑
j

1
π

∫
ωj

(vj)x ∧ (vj)y

since ux ∧ uy = 0 on Ω.

Therefore
d = deg(ũ, ∂G) =

∑
j

dj .
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Proof of b). Set
v = uw−1.

Clearly, v ∈ H1(Ω;S1) and v|∂Ω ∈ H1/2(∂Ω) ∩ C0(∂Ω). Moreover, one has

deg(v, ∂ωj) = 0 ∀j

by (1), (7) and (8).

According to Theorem 1.7, for each j, there is some vj ∈ H1(ωj ;S1) such that
vj|∂ωj = v|∂ωj . Now let

ũ =
{
v in Ω
vj in ωj .

Clearly, ũ ∈ H1(G;S1), so that ũ = eiϕ for some ϕ ∈ H1(G;R). It follows that u = weiψ,
where ψ = ϕ|Ω.

We next present a variant of Theorem 1.7 b) for multi-connected domains.

Let g0 ∈ H1/2(∂G;S1) ∩ C0(∂G;S1) and gj ∈ H1/2(∂ωj ;S1) ∩ C0(∂ωj ;S1). Set

d0 = deg(g0, ∂G)

dj = deg(gj , ∂ωj), j = 1, 2, . . . .

Assume that

(13)
∑
j≥1

dj = d0.

For each k = 0, 1, 2, . . . write,

(14) gk = weiψk

with ψk ∈ H1/2 ∩ C0. (Here we use Theorem 1.9 a) and, for k = 0, assumption (13).)

Consider the map g : ∂Ω→ S1 defined by

g =
{
g0 on ∂G

gj on ∂ωj

and recall the notation

H1
g (Ω;S1) = {u ∈ H1(Ω;S1);u = g on ∂Ω}.
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Theorem 1.10. Under assumption (13), H1
g (Ω;S1) is not empty and more precisely

H1
g (Ω;S1) =

u = weiψ
∣∣∣∣ψ ∈ H

1(Ω;R), ψ = ψ0on ∂G and

ψ − ψj = 2πkjon ∂ωj for some integers kj

 .

Proof. The inclusion ⊃ is clear. So we have only to prove ⊂. Let u ∈ H1
g (Ω;S1). Then

deg(u, ∂G) = deg(g0, ∂G) = d

and
deg(u, ∂ωj) = deg(gj , ∂ωj) = dj .

Thus, by Theorem 1.9 b) there is some ψ ∈ H1(Ω;R) such that

u = weiψ.

Taking traces yields
g = w|∂Ωe

iψ|∂Ω

i.e.,
g0 = w|∂Ge

iψ|∂G = w|∂Ge
iψ0 by (14)

and
gj = w|∂ωje

iψ|∂ωj = w|∂ωje
iψj by (14).

Hence 1
2π (ψ|∂G − ψ0) ∈ H1/2(∂G;Z); thus it is a constant by Theorem 1.6. Similarly for

ψ|∂ωj − ψj . Finally, we may assume that one of these constants is zero.

1.4. Degree for H1/2 maps

This is a continuation of Section 1.3. We will show that all results from Section 1.3
are still valid without continuity assumptions on the boundary values. There, we made
a continuity assumption in order to be able to talk about (standard) degree. In 1985 L.
Boutet de Monvel and O. Gabber observed that maps in the Sobolev class H1/2(∂Ω, S1)
have a well-defined degree. Their motivation also came from the study of the Ginzburg-
Landau theory and their argument is presented as an appendix in Boutet de Monvel-
Berthier, Georgescu and Purice [1]. Their main observation is that, in the formula (see
Remark 1.16)

(1) deg g =
1

2iπ

∫
∂Ω

ggτ
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giving the degree for smooth maps, the integral on the right-hand side makes sense if g
is merely in H1/2. Indeed gτ belongs to H−1/2 and the integral may be interpreted as
a scalar product in the duality between H1/2 and H−1/2. One may wonder whether the
resulting quantity is an integer (or even just a real number). This is indeed true, but
far from obvious. A key ingredient is the fact that C∞(Ω;M) is dense in the fractional
Sobolev space W s,p(Ω;M) where Ω ⊂ RN , M is a smooth manifold without boundary and
sp ≥ N ; in the special case where s = 1, p = 2 and N = 2 this is due to Schoen and
Uhlenbeck [2].

We will discuss here various other definitions of degree for H1/2 maps and prove that
they are all equivalent. Moreover, this degree enjoys all the standard properties of degree.
There is still a wider class of maps, the VMO (= vanishing mean oscillation) maps, for
which one may define a degree. We will briefly describe it and refer to Brezis and Nirenberg
[1] and Brezis [4] for further details.

For simplicity, assume that Ω is the unit disc. Let

g ∈ H1/2(S1;S1).

Consider the function f : R→ S1 defined by

f(t) = g(eit).

Clearly, f ∈ H1/2
loc (R) and f(t+2π) = f(t) a.e. By Theorem 1.2 there is some ϕ in H1/2

loc (R)
such that

f(t) = eiϕ(t).

Therefore
1

2π
(ϕ(t+ 2π)− ϕ(t)) ∈ Z, a.e.

Using Theorem 1.6, we obtain a constant k ∈ Z such that

ϕ(t+ 2π)− ϕ(t) = 2πk a.e.

We claim that the integer k is independent of the choice of ϕ. Indeed, consider another
ϕ̃ ∈ H1/2

loc (R) and a corresponding integer k̃. We have

1
2π

(ϕ(t)− ϕ̃(t)) ∈ Z a.e.

Hence there is some integer ` ∈ Z such that

ϕ(t)− ϕ̃(t) = 2π` a.e.
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Therefore k = k̃.

Definition 1. Set

deg1 g = k.

It is straightforward that deg1 g coincides with the standard degree when g belongs to
H1/2 ∩ C0.

In view of formula (4) in Section 1.3 there is another natural definition. Fix any

u ∈ H1
g (Ω;R2).

Definition 2. Set

deg2 g =
1
π

∫
Ω

ux ∧ uy.

It follows from (5) in Section 1.3 that deg2 g is independent of the choice of u. In
contrast with deg1, it is not clear that deg2 is an integer; this a consequence of Theorem
1.11 below.

Next, we return to (1) to present another definition of degree for H1/2 maps. We will
use the idea already mentioned but we will translate it in the language of Fourier series
instead of the H1/2,H−1/2 duality. Consider the Fourier series associated with g,

g(eiθ) =
+∞∑

n=−∞
ane

inθ.

Then, for smooth g,

deg g =
1

2iπ

∫
S1
ggθ =

+∞∑
n=−∞

n|an|2.

Definition 3. Set

deg3 g =
+∞∑

n=−∞
n|an|2.

Recall that g ∈ H1/2 if and only if

+∞∑
n=−∞

|n| |an|2 <∞.
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Moreover,

‖g‖2H1/2 ∼ |a0|2 +
+∞∑

n=−∞
|n| |an|2.

It then follows that deg3 g is well-defined for any g ∈ H1/2. But, again, it is not clear that
this number is an integer.

Finally, a definition of degree which requires more work (but extends to a larger class
of functions, and also to higher dimensions). For ε > 0 set

gε(z) = �

∫
Aε(z)

g, z ∈ S1

where Aε(z) = S1 ∩Bε(z).

The main observation is that if g ∈ H1/2(S1;S1) then

(2) |gε(z)| → 1 uniformly on S1 as ε→ 0.

This is a consequence of the following two lemmas

Lemma 1.9. Let Ω ⊂ RN , N ≥ 1, be smooth; let s > 0, 1 < p <∞ with sp ≥ N . Then,
any function f ∈W s,p(Ω) belongs to VMO, i.e.,

(3) �

∫
Bε(x)

∣∣f(y)− fε(x)
∣∣dy −→ 0 uniformly in x, as ε→ 0,

where
fε(x) = �

∫
Bε(x)

f.

Proof. Consider two cases.

Case 1: s is an integer.

We may always assume that s = 1 since, when sp ≥ N and s ≥ 1,

W s,p ⊂W 1,sp

by the Sobolev imbedding theorem. From the Poincaré inequality we have

�

∫
Bε(x)

|f(y)− fε(x)|dy ≤ C|Bε(x)|−1+1/N

∫
Bε(x)

|∇f | ≤ C

(∫
Bε(x)

|∇f |N
)1/N
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and the right-hand side tends to zero uniformly in x as ε→ 0.

Case 2: s is not an integer.

We may always assume that 0 < s < 1 (if s > 1, note that W s,p ⊂W 1,sp).

We have

�

∫
Bε(x)

�

∫
Bε(x)

|f(y)− f(z)|dydz ≤ �
∫
Bε(x)

�

∫
Bε(x)

|f(y)− f(z)|
|y − z|2N/p

(2ε)2N/p

≤ C
[ ∫

Bε(x)

∫
Bε(x)

|f(y)− f(z)|p

|y − z|2N

]1/p

.

Finally,

|f(y)−�
∫
Bε(x)

f(z)dz| ≤ �
∫
Bε(x)

|f(y)− f(z)|dz

and thus
�

∫
Bε(x)

|f(y)− fε(x)|dy ≤ �
∫
Bε(x)

�

∫
Bε(x)

| f(y)− f(z)|dydz,

and the right-hand side tends to zero, uniformly in x, as ε→ 0, by the above computation,
since f ∈W s,p.

Lemma 1.10. Assume f ∈ VMO is an S1-valued function. Then

|fε| → 1 uniformly as ε→ 0.

Proof. We have clearly |fε| ≤ 1 and on the other hand, we have

1− |fε(x)| = dist
(
fε(x), S1

)
≤ �
∫
Bε(x)

|f(y)− fε(x)|dy

and the conclusion follows from the definition of VMO.

Returning to the definition of degree, consider g ∈ H1/2(S1;S1) and set

(4) gε(z) =
gε(z)
|gε(z)|

.

By (2) this is well defined for ε sufficiently small, say ε < ε0, depending on g. Moreover
gε ∈ C0(S1;S1).
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Definition 4. Set

deg4 g = deg gε for ε > 0 sufficiently small.

Note that this degree is independent of ε, since gε and gε′ can be connected via the
continuous homotopy gεt+ε′(1−t).

Remark 1.17. Some of the above definitions make sense for a class more general than
H1/2. Deg1g could be defined for g ∈W s,p provided sp ≥ 1. (In fact deg1 also makes sense
for g ∈ VMO but this is much more delicate. It uses the existence of lifting in VMO, and
also the connectedness of the essential range for VMO maps; see Theorem 3 and Section
I.5 in Brezis and Nirenberg [1].)

Theorem 1.11. For any g ∈ H1/2(S1;S1), all the above definitions of degree coincide
and we set

deg g = degj g j = 1, 2, 3, 4.

This is the same as the usual degree when g ∈ H1/2 ∩C0. Moreover the map g 7→ deg g is
continuous from H1/2 into Z and property (1) in Section 1.3 still holds.

A basic ingredient in the proof is

Lemma 1.11. For every g ∈ H1/2(S1;S1), gε (defined by (4)) tends to g in H1/2 as
ε→ 0. Moreover,

(5) C∞(S1;S1) is dense in H1/2(S1;S1).

Proof of Lemma 1.8. It is standard that gε → g in H1/2. Next, note that gε = Φ(gε)
where Φ(ξ) = ξ/|ξ| and apply Lemma A.1.5 in Appendix A.1.1.

To prove (5) fix g ∈ H1/2(S1;S1) and δ > 0. For ε > 0 sufficiently small ‖gε−g‖H1/2 < δ.
Since gε ∈ H1/2∩C, we may find, by standard smoothing arguments, some h ∈ C∞(S1;S1)
such that ‖h− gε‖H1/2 < δ.

Proof of Theorem 1.11. We split the proof into 5 steps.

Step 1: The maps g 7→ deg2 g and g 7→ deg3 g are continuous from H1/2 into Z.

Given g, h ∈ H1/2(S1;S1), consider their harmonic extensions u, v in Ω = B1. We have∣∣∣∣ ∫
Ω

ux∧uy−
∫

Ω

vx∧vy
∣∣∣∣ ≤ 2‖u−v‖H1 (‖u‖H1 + ‖v‖H1) ≤ C‖g−h‖H1/2 (‖g‖H1/2 + ‖h‖H1/2)

and therefore deg2 is continuous on H1/2.
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Similarly, for deg3, we have,∣∣|an|2 − |bn|2∣∣ ≤ |an − bn| (|an|+ |bn|)
and thus

|deg3 g − deg3 h| ≤
∑
|n| |an − bn|(|an|+ |bn|) ≤ C‖g − h‖H1/2 (‖g‖H1/2 + ‖h‖H1/2) .

Since deg2 and deg3 are continuous from H1/2 into R, they are integers by Lemma 1.11.

Step 2: deg2 g = deg3 g, ∀g ∈ H1/2.

This is clear for smooth g. The general case follows by density via Lemma 1.11.

Step 3: If g ∈ H1/2 is such that deg1 g = 0, we may write

g = eiψ for some ψ ∈ H1/2(S1;R).

We already know that g(eit) = eiϕ(t) for some ϕ ∈ H
1/2
loc (R) and ϕ(t + 2π) = ϕ(t) a.e.

Hence we may consider ψ : S1 → R such that

ψ(eit) = ϕ(t) a.e.

Clearly, this ψ belongs to H1/2(S1) and satisfies the desired property.

Step 4: We have deg1 g = deg2 g ∀g ∈ H1/2.

First note that H1/2(S1;S1) is an algebra (this is an obvious consequence of the defini-
tion of H1/2). Moreover if gn → g in H1/2 and hn → h in H1/2, then gnhn → gh in H1/2

(all functions are S1-valued). This is a consequence of Lemma A.1.5 in Appendix A.1.1
applied to Φ(x, y) = xy which is globally Lipschitz on S1 × S1.

Next we claim that

(6) deg2(gh) = deg2 g + deg2 h, ∀g, h ∈ H1/2.

This is standard for smooth functions (see (1) in Section 1.3). The general case follows
from Step 1, the observation above and Lemma 1.11.

On the other hand (6) also holds for deg1; this is just a consequence of the definition of
deg1.

Finally, set k = deg1 g, so that deg1(gz−k) = 0. We claim that deg2(gz−k) = 0. (This
will imply 0 = deg2(gz−k) = deg2 g − k = deg2 g − deg1 g.) To prove the claim, consider
ψ ∈ H1/2(S1;R) such that

gz−k = eiψ (see Step 3).
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We have
gz−k =

(
e
iψ
n

)n
so that

deg2(gz−k) = n deg2(e
iψ
n ).

If deg2(gz−k) 6= 0 we would have deg2(e
iψ
n ) 6= 0 and thus |deg2(gz−k)| ≥ n, ∀n, which

is impossible.

Step 5: We have deg4 g = deg2 g, ∀g ∈ H1/2.

Fix some g ∈ H1/2. For ε sufficiently small deg4 g = deg gε. Since gε ∈ C0 ∩ H1/2

deg2 gε = deg gε. Finally recall that gε → g in H1/2 (see Lemma 1.11) and that deg2 is
continuous under H1/2 convergence (Step 1). The conclusion follows.

An immediate consequence of Step 3 and (6) is

Corollary 1.3. Any g ∈ H1/2(S1;S1) of degree d may be written as

g(z) = zdeiϕ(z), z ∈ S1

for some ϕ ∈ H1/2(S1;R).

Remark 1.18. Definition 3 of degree suggests an interesting development connected to a
question of I. M. Gelfand. A general map g ∈ C0(S1;S1) need not belong to H1/2(S1;S1)
and thus the series

+∞∑
n=−∞

|n| |an|2

may be divergent. It could happen that

deg g =
+∞∑
n=+1

n|an|2 +
−1∑

n=−∞
n|an|2 = +∞−∞

has no meaning. However, deg g makes sense for any g ∈ C0(S1;S1). This indicates that
there is some cancellation of the two infinite quantities, expressing the degree as a kind of
“principal value”. It would be very interesting to understand what summation process (if
any) may be used to compute

+∞∑
n=−∞

n|an|2

for a general g ∈ C0(S1;S1). The most natural summation methods are, for example,

lim
j→∞

+j∑
n=−j

n|an|2
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or

lim
r↑1

+∞∑
n=−∞

n|an|2r|n|.

Recently, J. Korevaar [1] has constructed a continuous function g for which these two
summation processes fail to converge to the degree. See also OP5 and OP6 in Section 1.8.

Remark 1.19. An amusing consequence of Theorem 1.11 is the following. Let (an)n∈Z
be a sequence of complex numbers satisfying

(7)
+∞∑

n=−∞
|n| |an|2 <∞,

(8)
+∞∑

n=−∞
|an|2 = 1,

and

(9)
+∞∑

n=−∞
anan+k = 0 ∀k 6= 0.

Then

(10)
+∞∑

n=−∞
n|an|2 ∈ Z.

Indeed, under the above assumptions, the map

g(z) =
+∞∑

n=−∞
anz

n, |z| = 1

belongs to H1/2(S1;S1). (Note that |g(z)| = 1, ∀z since∫
|g(eiθ)|2eikθ =

∫ ∑
m,n

aname
i(n−m+k)θdθ = 2π

∑
n

anan+k.)

Is there an elementary proof of the fact that (7), (8), (9) imply (10)?
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Remark 1.20. As we have pointed out the map g 7→ deg g is continuous from H1/2 into
Z. However, it is not continuous under weak H1/2 convergence. Consider for example the
sequence

gk(eiθ) =


eikθ if 0 < θ <

2π
k
,

1 if
2π
k
≤ θ ≤ 2π.

One easily checks that ‖gk‖H1/2 ≤ C, and that gk converges weakly in H1/2 to g ≡ 1.
However, deg gk = 1 ∀k and deg g = 0.

Remark 1.21. There is still another approach to define the degree for H1/2 maps. Let
g ∈ H1/2(S1;S1). There exists some u ∈ H1(ω;S1) where ω = {z; 1/2 < |z| < 1} with
u = g for |z| = 1 (see Theorem 1.14 or simply take u(reiθ) = gε(eiθ) with gε as in (4) and
ε = ε0(1− r). Let ϕ ∈ C∞(ω;R) with ϕ ≡ 1 on |z| = 1 and ϕ ≡ 0 on |z| = 1/2. Then

(11) deg g =
1

2π

∫
ω

[
(u ∧ uy)ϕx + (ux ∧ u)ϕy

]
.

Indeed, let (un) be a sequence of smooth maps from ω into S1 which converges to u in H1

(see e.g. Theorem 1.16). Let gn = un|S1 , so that gn → g in H1/2.

We have (un)x ∧ (un)y = 0 and thus

0 =
1
π

∫
ω

(un)x ∧ (un)yϕ =
1

2π

∫
ω

[
(un ∧ (un)y)x + ((un)x ∧ un)y

]
ϕ

=
1

2π

∫
S1

[
(un ∧ (un)y)nx + ((un)x ∧ un)ny

]
ϕ− 1

2π

∫
ω

(un ∧ (un)y)ϕx + ((un)x ∧ un)ϕy

=
1

2π

∫
S1
gn ∧ (gn)τ −

1
2π

∫
ω

(un ∧ (un)y)ϕx + ((un)x ∧ un)ϕy.

Hence
deg gn =

1
2π

∫
ω

(un ∧ (un)y)ϕx + ((un)x ∧ un)ϕy

and the conclusion follows (using Theorem 1.11).

Warning: Formula (11) seems to suggest that the degree could be defined for a larger
class of maps. Suppose for example that g ∈ W 1−1/p,p(S1;S1) with 1 < p < ∞. Then
there exists some u ∈W 1,p(ω;S1) whose trace on |z| = 1 is g (see Theorem 1.14). One may
be tempted to take as definition of degree the right-hand side integral in (11). However,
if p < 2 that quantity depends on u, ϕ and moreover it need not be an integer. (Consider
for example u(z) = (z− a)/|z− a| for some a with 1/2 < |a| < 1, then the right-hand side
of (11) equals 1− ϕ(a).)
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Remark 1.22. Theorems 1.7 - 1.10 in the previous section hold without any continuity
assumption on the boundary traces. In all statements the degree then refers to H1/2

degree. This may be seen easily using Corollary 1.3.

Here is one additional property

Theorem 1.12. With the same notations as at the end of Section 1.3, let

Ω = G\
⋃
i∈I

ωi.

Let di ∈ Z, i ∈ I and let w be the associated reference map. Then

C = {u ∈ H1(Ω;S1); deg(u, ∂ωi) = di} = {u = weiψ;ψ ∈ H1(Ω;R)}.

Moreover the class C is closed under weak H1 convergence.

Proof. The inclusion ⊃ is clear. For the reverse inclusion, let

v = uw−1

so that v ∈ H1(Ω;S1) with deg(v, ∂ωi) = 0. Applying Corollary 1.3 we fill the holes ωi by
maps in H1(ωi;S1) and putting these together with v we obtain some map ṽ ∈ H1(G;S1).
By Theorem 1.1 there is some ϕ in H1(G;R) such that ṽ = eiϕ. The function ψ = ϕ|Ω
provides the desired conclusion.

Next,we prove a slightly stronger statement. Namely, if u ∈ H1(Ω;S1) and if (un) ∈ C
converges to u weakly in W 1,p, 1 < p ≤ 2, then u ∈ C. Indeed we may write un = weiψn

and ‖∇ψn‖Lp ≤ C‖un‖W 1,p ≤ C. By adding an integer multiple of 2π to ψn we may
always assume that ‖ψn‖W 1,p ≤ C. Then, up to a subsequence, ψn ⇀ ψ weakly in W 1,p

and a.e. Hence un → weiψ a.e. and thus u = weiψ ∈ C. An alternative proof of the same
conclusion relies on formula (11).

Warning: It would have been natural to prove that C is closed under weak H1 con-
vergence by going to traces. If un ⇀ u weakly in H1(Ω), then un|∂Ω ⇀ u|∂Ω weakly in
H1/2(∂Ω). However this is not sufficient to pass to the limit in the degree condition (see
Remark 1.20).

We conclude this section with a result essentially due of Rubinstein and Sternberg [1].
Their approach relies on works of White [1] and Bethuel [1]; our method is different.

Consider a smooth, bounded, connected domain ω in RN−1, N ≥ 2 and consider the
“torus”

T = ω × S1.

We will study the class of maps H1(T;S1) and show that they have a “degree.”



42 I. SOME NONSTANDARD PROPERTIES OF SOBOLEV MAPS

Let u ∈ H1(T;S1). Clearly, for a.e. x ∈ ω, the map t 7→ u(x, t) belongs to H1(S1;S1);
so it has a degree.

Theorem 1.13. Assume u ∈ H1(ω × S1;S1), then the function

x 7→ deg u(x, ·)

is constant a.e. on ω.

The conclusion is rather surprising since u is far from being continuous and even far
from being VMO, if N ≥ 3.

Proof. It is more convenient to consider instead of T the cylinder

Ω = ω × R

and the class

H1
per(Ω;S1) = {u ∈ H1

loc(Ω;S1);u(x, t+ 2π) = u(x) a.e.};

here, “loc” refers to the t variable only.

We present two different proofs; one using the lifting property of H1 (Theorem 1.1), the
other based on the representation of degree as an integral(formula (1) in Section 1.4).

First approach. Let B be a ball in ω and v = u|B×R. Since B × R is simply connected,
we may write v = eiϕ for some ϕ ∈ H1

loc(B × R;R).

Clearly,
1

2π
[ϕ(x, t+ 2π)− ϕ(x, t)] ∈ Z, a.e.

Hence, by Theorem 1.6 (in fact, an easy case of Theorem 1.6) there is a constant k ∈ Z
such that

ϕ(x, t+ 2π)− ϕ(x, t) = 2kπ, a.e.

For a.e. x ∈ B we have k = deg u(x, ·). It follows that deg u(x, ·) is locally constant, hence
constant on ω since ω is connected.

Second approach. For u ∈ H1
per(Ω;R2), consider the function

v(x) = �

∫ 2π

0

u(x, t) ∧Dtu(x, t)dt,

which is defined a.e.

Note that the map u 7→ v is continuous from H1
per(Ω) to L1(ω).
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If u ∈ C∞per(Ω;C), then

Dxv(x) = �

∫ 2π

0

Dxu(x, t) ∧Dtu(x, t)dt+�
∫ 2π

0

u(x, t) ∧DtDxu(x, t)dt

= 2�
∫ 2π

0

Dxu(x, t) ∧Dtu(x, t)dt.

Arguing by density we see that every u ∈ H1
per(Ω;R2) we have

v ∈W 1,1(ω;R) and Dxv(x) = 2�
∫ 2π

0

Dxu(x, t) ∧Dtu(x, t)dt.

In particular, if u ∈ H1
per(Ω;S1), then for a.e. x ∈ ω, v(x) = deg u(x, ·), and moreover

Dxu ∧Dtu = 0 a.e. on Ω. Therefore, Dxv = 0 and hence v is a constant on ω.

Remark 1.23. If ω is simply connected we may write

u(x, t) = eikteiψ(x,t)

where ψ(x, t) = ϕ(x, t)− kt belongs to H1
per(Ω;R). (Here ϕ is defined as above, replacing

B by ω.) Going back to the terms, we may write any map u ∈ H1(T;S1) as

u(x, z) = zkeiψ(x,z), x ∈ ω and |z| = 1,

for some ψ ∈ H1(T;R).

Remark 1.24. For every u ∈ H1(T;S1) one has

(12) deg u = �

∫
ω

dx�

∫ 2π

0

(u ∧ ut)dt = �

∫
T

(u ∧ uθ)dxdθ.

This is clear from the seond approach in the proof of Theorem 1.13. Formula (12) implies
that the above degree is stable under weak H1 convergence, i.e., if (uj) is a sequence in
H1(T;S1) such that uj ⇀ u weakly in H1, then deg uj → deg u (same conclusion if uj ⇀ u
weakly in W 1,p for any 1 < p < 2).

Remark 1.25. One might be tempted to use formula (12) as a definition of degree for
maps u in larger classes, for example, u ∈ W 1,p(T;S1) with 1 < p < 2. However, the
integral on the right-hand side of (12) does not belong to Z for a general u ∈ W 1,p. For
example let ω = (1/2, 1) and consider

u(x, t) =
xeit − a
|xeit − a|
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with 1/2 < a < 1. Then u ∈W 1,p, ∀p < 2 and

�

∫ 2π

0

(u ∧ ut)dt =
{

0 if x < a

1 if x > a

so that �
∫
ω

dx�

∫ 2π

0

(u ∧ ut)dt = 2(1− a) ∈ (0, 1).

Remark 1.26. When N = 2, for every x ∈ ω, the map u(x, ·) belongs to H1/2(S1;S1)
with continuous dependence on x. Hence every such map has a degree and it does not
depend on x. This degree coincides with the degree we have just defined. However, when
N ≥ 3 the existence of a degree is more surprising. Here u(x, ·) belongs to H1/2(S1;S1)
for a.e. x, but the dependence need not be continuous.

Remark 1.27. Many of the above results point towards the direction of showing that,
under some appropiate conditions, a degree can be defined and consequently W s,p(Ω;S1)
admits homotopy classes, i.e., path-connected components. In other cases one expects
that a degree cannot be defined and more precisely that W s,p(Ω;S1) is path-connected;
see OP8 and OP9.

Remark 1.28. Let ω ⊂ RN−1, N ≥ 2, be a connected domain and set

T = ω × Sk, k ≥ 1.

Maps in W 1,k+1(T;Sk) have a degree; more precisely the function

x 7→ deg u(x, ·)

which is well-defined for a.e. x ∈ ω, is constant on ω. This has been proved by Brezis,
Li, Mironescu and Nirenberg [1]. In fact the same conclusion still holds when W 1,k+1 is
replaced by the fractional Sobolev space W s,p with sp ≥ k + 1.

1.5. Traces for S1-valued maps

A problem which is related to lifting is the question of traces. More precisely, let

u ∈W s,p(Ω;S1)

where Ω ⊂ RN is smooth and bounded. Let Q = Ω× (0, 1). Can one construct some

v ∈W s+1/p,p(Q;S1)

whose trace on Ω × {0} is the given u? This problem has been first studied by Hardt,
Kinderlehrer and Lin [1], Hardt and Lin [2] and Bethuel and Demengel [1] for the case
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s = 1 − 1/p (and S1 possibly replaced by Sk or some more general manifold). We will
then discuss the case s ≥ 1 − 1/p for which there is a complete answer. Finally, the case
s < 1− 1/p is partially open; see Theorem 1.16 and OP10.

We start with the case s = 1− 1/p.

Theorem 1.14. Let N ≥ 1 and let

u ∈W 1−1/p,p(Ω;S1).

Then u is the trace of some v ∈W 1,p(Q;S1) in the following cases:

a) 1 < p < 2,
b) p ≥ N + 1.

However, if N ≥ 2 and
c) 2 ≤ p < N + 1,

the conclusion fails, i.e., there is some u which is not the trace of any v as above.

Proof. We consider separately the three cases:

Case a): This case is due to Hardt, Kinderlehrer and Lin and we sketch their argument.
First, construct some

w ∈W 1,p(Q;R2)

with
w|Ω×{0} = u.

This is done using the standard trace theory. For every a ∈ B1/2 ⊂ R2 set

wa(x) =
w(x)− a
|w(x)− a|

.

We claim that wa ∈W 1,p for some suitable a. Indeed, (at least formally)

|∇wa| ≤
|∇w|
|w − a|

.

Hence ∫
B1/2

da

∫
Q

|∇wa|pdx ≤
∫
Q

|∇w(x)|p
(∫

B1/2

da

|w(x)− a|p

)
dx <∞

since p < 2. Fix any a such that wa ∈W 1,p.

Next consider the map

Pa(ξ) =
ξ − a
|ξ − a|
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which is smooth and bijective from S1 onto itself. Let Πa be the inverse map. Then

v = Πa ◦ wa

has all the required properties.

An alternative argument relies on lifting. Here 0 < s < 1 and sp = p− 1 < 1. Thus, by
Theorem 1.3 c), u may be written as u = eiψ for some ψ ∈ W 1−1/p,p(Ω;R). Hence ψ is
the trace of some ϕ ∈W 1,p(Q;R) and v = eiϕ has the desired properties.

Case b): We may always assume that

u ∈W 1−1/p,p(Ω′;S1)

for a slightly larger domain Ω′ ⊃ Ω (this can be achieved by reflexion across ∂Ω). Let ũ
be any harmonic extension of u to Q′ = Ω′ × (0, 1). Since

(1− 1/p)p = p− 1 ≥ N

we know that u is continuous or at least VMO in the case of equality. Thus

|ũ(x, y)| → 1 uniformly for x ∈ Ω, as y → 0,

(see e.g. Brezis and Nirenberg [2]). Since ũ ∈ W 1,p(Ω × (0, 1/2)), v = ũ/|ũ| has all the
required properties (after scaling in y).

Case c): Consider any u ∈ W 1−1/p,p(Ω;S1) which has no lifting; this is possible by
Theorem 1.3 since 1 ≤ (1 − 1/p)p = p − 1 < N . Such a u cannot be the trace of some
v ∈ W 1,p(Q;S1). Otherwise, by Theorem 1.1, we could write v = eiϕ, with ϕ ∈ W 1,p(Q)
and then u = eiψ where ψ = ϕ|Ω belongs to W 1−1/p,p(Ω).

Example: For N = 2, Ω = the unit disc, s = 1/2 and p = 2 the maps

u(x) = ei|x|
−1/2

or
u(x) =

x

|x|

both belong to H1/2(Ω;S1) but they are not the trace of any v ∈ H1(Q;S1) (since u
cannot be lifted in H1/2; see the examples in the proof of Theorem 1.3 b).

We turn now to the case s ≥ 1− 1/p.
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Theorem 1.15. Let N ≥ 1, 0 < s <∞, 1 < p <∞ and assume

(1) s ≥ 1− 1/p, s not integer.

Let
u ∈W s,p(Ω;S1).

Then u is the trace of some v ∈W s+1/p,p(Q;S1) in the following cases:
a) sp < 1
b) sp ≥ N .

However, if N ≥ 2 and

c) 1 ≤ sp < N

the conclusion fails, i.e., there is some u which is not the trace of any v as above.

Remark 1.29. The assumption that s is not an integer allows to apply the standard
trace theory: any function u ∈ W s,p(Ω;R) is the trace of some v ∈ W s+1/p,p(Q;R) and
conversely (see e.g. Adams [1]).

Proof of Theorem 1.15. The case s = 1−1/p corresponds precisely to the previous Theorem
1.14. Thus we may assume that

(2) s > 1− 1/p.

We consider separately the three cases:

Case a): sp <1. We use the same ideas as in the previous proof. First construct some

w ∈W s+1/p,p(Q;R2)

with
w|Ω×{0} = u.

Since u ∈ L∞(Ω) we may also assume that w ∈ L∞(Q). For every a ∈ B1/2 ⊂ R2 set

wa(x) =
w(x)− a
|w(x)− a|

.

We claim that for some a ∈ B1/2 (in fact, for a.e. a ∈ B1/2)

(3) wa(x) ∈W s+1/p,p(Ω;S1).

Then
v = Πa ◦ wa
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has all the required properties (by Lemma 1.2).

We now turn to the proof of (3). We have

1 < σ = s+ 1/p < 2/p < 2.

Recall (see e.g. Triebel [1] or [2]) that a function f ∈ Lp belongs to W σ,p if and only if∫
dh

|h|N+σp

∫
|δ2
hf(x)|pdx <∞

where δhf(x) = f(x+ h)− f(x) and

δ2
hf(x) = δh(δhf)(x) = f(x+ 2h)− 2f(x+ h) + f(x).

We will prove that
∫
da
∫

dh
|h|N+σp

∫
|δ2
hwa(x)|pdx <∞.

Applying Lemma A.1.7 in Appendix A.1.2 with X = w(x+ 2h)− a, Y = w(x+ h)− a
and Z = w(x)− a, we obtain (for any η ∈ [1, 2])

|δ2
hwa(x)| ≤ C

ρa,h(x)
|δ2
hw(x)|+ C

ρa,h(x)η
[
|δhw(x+ h)|η + |δhw(x)|η

]
where

1
ρa,h(x)

=
1

|w(x+ 2h)− a|
+

1
|w(x+ h)− a|

+
1

|w(x)− a|
.

Note that
p < 2 ( by(1) and a))

and
σp = sp+ 1 < 2 ( by a)).

Fix any η ∈ [1, 2] such that
η > σ, ηp < 2.

Then we have ∫
|a|≤1/2

[ 1
ρa,h(x)p

+
1

ρa,h(x)ηp
]
da ≤ C ∀x, ∀h,

where C is some absolute constant.

It follows that∫
da

∫
dh

|h|N+σp

∫
|δ2
hwa(x)|pdx ≤ C

∫
dh

|h|N+σp

∫
|δ2
hw(x)|pdx

+C
∫

dh

|h|N+σp

∫
|δhw(x)|ηpdx.
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The first integral on the righthand side is finite since w ∈ W σ,p. The second integral is
finite provided

w ∈W σ/η,ηp.

This is a consequence of the fact that w ∈ W σ,p ∩ L∞ and the Gagliardo-Nirenberg
inequality.

Case b): sp ≥ N. The argument is the same as in the proof of Theorem 1.14.

Case c): 1 ≤ sp < N.

Choose (assuming Ω = B1 ⊂ RN )

u(x) = eiϕ(x) where ϕ(x) = 1/|x|α.

We will prove that, for some appropriate α,

(4) u ∈W s,p

and

(5) u is not the trace of any v ∈W s+1/p,p(Q;S1).

Verification of (4). Recall (see the proof of Theorem 1.3b)) that (4) holds for any α > 0
such that

(6) α <
N − sp
sp

.

Verification of (5). We claim that (5) holds with

(7) α ≥ N − sp
sp+ 1

.

Indeed, suppose by contradiction, that u is the trace of some v ∈W s+1/p,p(Q;S1).

In view of Theorem 1.4′a) we may write

v = eiψ

for some ψ ∈W s+1/p,p ∩W 1,sp+1. Taking traces we have

u = eiϕ = eiψ|Ω×{0} .
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Since ϕ is smooth on Ω\{0}, ψ ∈ W s,p on Ω× {0}(with sp ≥ 1) and η = 1
2π (ϕ− ψ) takes

its values into Z, we conclude (by Theorem 1.6) that η is a constant. But this is impossible
since ψ|Ω×{0} belongs to W 1−1/(sp+1),sp+1 and ϕ does not belong to this space (by Lemma
A.1.6 in Appendix A.1.2 and (7)).

Finally we consider the case s < 1− 1/p.

Theorem 1.16. Let N ≥ 1, 1 < p <∞ and

(8) s < 1− 1/p.

Let
u ∈W s,p(Ω;S1).

Then u is the trace of some v ∈W s+1/p,p(Q;S1) in the following cases:

a) sp < 1,
b) sp ≥ N .

However if N ≥ 2 and
c) 1 ≤ sp < 2

the conclusion fails, i.e., there is some u which is not the trace of any v as above.

Remark 1.30. Putting together Theorems 1.15 and 1.16 we see that we have a complete
answer to the problem of traces for S1-valued maps when N = 1 and when N = 2. When
N = 1 the answer is always positive. When N = 2 and s is not an integer the answer is :

a) positive if sp < 1,
b) negative if 1 ≤ sp < 2,
c) positive if sp ≥ 2.

However when N ≥ 3 there is still a gap; the answer is not known when s < 1− 1/p and
2 ≤ sp < N – for example N = 3, p = 4 and 1/2 ≤ s < 3/4. See OP10.

Proof of Theorem 1.16.

Case a):sp<1. By Theorem 1.3c) u may be written as u = eiψ for some ψ ∈W s,p(Ω;R).
This ψ is the trace of some ϕ ∈ W s+1/p(Q;R) and then v = eiϕ has the desired property
(since s+ 1/p < 1, by assumption (8), it is clear that v ∈W s+1/p,p(Q;R).
Case b): sp≥N. The argument is the same as in the proof of Theorem 1.14.
Case c): 1≤sp<2. Assume for simplicity that N = 2 and that 0 ∈ Ω (when N ≥ 3
proceed as in Remark 1.1). Set

u(x) =
x

|x|
.

This u belongs to W s,p provided sp < 2 (see Appendix A.1.2).
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We claim that there is no v ∈ W s+1/p,p(Q;S1) whose trace is u. We argue by contra-
diction as in the proof of Theorem 1.3b) (topological obstruction). Let

Σr =
{

(x, y) ∈ Ω× (0, 1) ; |x| = r
}
.

For a.e. r the restriction of v to Σr belongs to W s+1/p,p(Σr;S1). Fix any such r. By
standard trace theory v(·, y) belongs to W s,p(Cr;S1) for every y, where

Cr =
{
x ∈ Ω ; |x| = r

}
,

and moreover v(·, y) converges to u(·) in W s,p(Cr;S1) as y → 0. Since sp ≥ 1 we know ,
from the results of Brezis and Nirenberg[1], that maps in W s,p(S1, S1) have a degree which
is continous under (strong) W s,p convergence. Therefore

deg(v(·, y), Cr)→ 1 as y → 0.

On the other hand we claim that

deg(v(·, y), Cr) = 0 for a.e y > 0.

Indeed for a.e. y > 0
v(·, y) ∈W s+1/p,p(Br;S1)

where Br =
{
x ∈ Ω; |x| < r

}
. We may now complete the argument using the following

lemma which is an extension of Corollary 1.2.

Lemma 1.12. Let Ω = B1 be the unit disc in R2. Assume 0 < σ <∞, 1 < p <∞ satisy

(9) σp ≥ 2

and let
v ∈W σ,p(Ω;S1).

Then
deg(v|∂Ω) = 0.

Note that v|∂Ω belongs to W σ−1/p,p(S1;S1) and since (σ − 1/p)p = σp − 1 ≥ 1, v|∂Ω

belongs to VMO(S1;S1). Therefore it has a degree in the sense of Brezis and Nirenberg
[1].

Proof of Lemma 1.12. By Theorem 1.17 below and assumption (9) there is a sequence (vn)
of smooth functions from Ω to S1 such that vn → v in W σ,p. For each n,

deg(vn|∂Ω) = 0
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since vn|∂Ω can be connected to a constant via a smooth homotopy. On the other hand
vn|∂Ω → vn|∂Ω in W σ−1/p,p and this is sufficient to guarantee convergence of degree since
(σ − 1/p)p = σp− 1 ≥ 1.

1.6. Density for S1-valued maps

Another problem which is related to lifting is the question of density. More precisely,
let

u ∈W s,p(Ω;S1).

Does there exist a sequence of smooth functions (un) from Ω into S1 such that un → u in
W s,p?

Following earlier work of Schoen and Uhlenbeck [2], this problem has been extensively
studied by Bethuel and Zheng [1] and Bethuel [1] when s = 1 and by Escobedo [1] for
arbitrary s (and some more general target manifolds).

Here is a first partial result due to Bethuel and Zheng [1] when s = 1 and to Escobedo
[1] in the general case:

Theorem 1.17. Assume N ≥ 1, 0 < s <∞ and 1 < p <∞. Then the answer is positive
(i.e., there is density) in the following cases:

a) 0 < sp < 1,
b) sp ≥ N .

However, the answer is negative if N ≥ 2 and
c) 1 ≤ sp < 2.

Sketch of proof. For the case a) we refer to Escobedo [1]. Alternatively, one may use
Theorem 1.3 c) together with Lemma A.1.5 in Appendix A.1.1. For the case b) we use the
VMO property as in Lemmas 1.9 and 1.10.

For the case c) we use the same construction as in Remark 1.1. To show that u cannot
be approximated in W s,p by a sequence (un) of smooth maps from Ω to S1 we rely on
degree. Suppose, for simplicity, that N = 2 and assume, by contradiction, that such a
sequence (un) exists. Then, up to a subsequence, un → u in W s,p(Sr) for almost every
circle Sr. Since sp ≥ 1, W s,p(Sr) ⊂ VMO (Sr) and thus 0 = deg(un|Sr )→ deg(u|Sr ) = 1
by the stability of degree under VMO convergence (see Brezis and Nirenberg [1]).

The case 2 ≤ sp < N is open when s is not an integer; see OP11. Here is a positive
result concerning the case where s is an integer:

Theorem 1.18. Assume Ω is simply connected, N ≥ 2, s ≥ 1 is an integer, 1 ≤ p < ∞
and sp ≥ 2. Then there is density.
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Proof of Theorem 1.18. Fix u ∈ W s,p(Ω;S1). By Theorem 1.4′a) there is some ϕ ∈
W s,p(Ω;R) ∩W 1,sp(Ω;R) such that

u = eiϕ.

Hence, there is a sequence of smooth functions (ϕn) such that ϕn → ϕ in W s,p and in
W 1,sp. It is then easy to check that

un = eiϕn → u = eiϕ in W s,p.

Remark 1.30. When Ω is simply connected, the question of lifting for Sobolev maps
is closely related to the question of density of smooth maps in Sobolev classes, as was
observed in Bethuel and Zheng [1]. For any p, 1 ≤ p <∞, one has

(1) C∞(Ω;S1)
W 1,p

= {u = eiϕ;ϕ ∈W 1,p(Ω;R)}.

Indeed, if u = eiϕ for some ϕ ∈W 1,p(Ω;R), we may apply the standard density results in
Sobolev spaces (see e.g. Adams [1], Chap. III) and assert that there is a sequence (ϕn) in
C∞(Ω;R) such that ϕn → ϕ in W 1,p. Then un = eiϕn belongs to C∞(Ω;S1) and un → u
in W 1,p.

Conversely, let u ∈ W 1,p(Ω;S1) and suppose that there is a sequence un ∈ C∞(Ω;S1)
such that un → u in W 1,p and a.e. We may write un = eiϕn for some sequence ϕn ∈
C∞(Ω;R). We have

∇un = ieiϕn∇ϕn
and so

∇ϕn = −iun∇un.

It follows that

(2) ∇ϕn → −iu∇u in Lp.

Indeed,

‖un∇un − u∇u‖Lp ≤ ‖un(∇un −∇u)‖Lp + ‖(un − u)∇u‖Lp
≤ ‖∇un −∇u‖Lp + ‖(un − u)∇u‖Lp .

Note that ‖(un − u)∇u‖Lp → 0, by dominated convergence.

Returning to (2) and applying Poincaré’s inequality we see that (ϕn−�
∫

Ω

ϕn) is a Cauchy

sequence in W 1,p where �
∫

denotes the average. Recall that Poincaré’s inequality asserts

that
‖ζ −�

∫
ζ‖Lp ≤ C‖∇ζ‖Lp ∀ζ ∈W 1,p.
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Set αn = �

∫
Ω

ϕn and ψn = ϕn −�
∫

Ω

ϕn. We have

un = eiαneiψn .

Passing to a subsequence we may assume that eiαn → ξ with |ξ| = 1, so that ξ = eiα for
some α ∈ R. Since ψn → ψ for some ψ ∈W 1,p we have

u = ei(ψ+α)

which is the desired conclusion.

If one replaces W 1,p by W s,p, 0 < s < 1, equality (1) need not hold anymore. In the
next section we will characterize the closure of C∞(Ω;S1) in H1/2 when N = 2.

Remark 1.31. In the cases where smooth maps are not dense in W s,p, one may ask
whether the class

R =
{
u ∈W s,p(Ω;S1);u is smooth except on a simple set of low dimension

}
(where the exceptional set is left free) is dense in W s,p(Ω;S1).

This type of question was initially investigated when s = 1 in Bethuel and Zheng [1]
and Bethuel [2]. When s 6= 1 the full picture has not yet been clarified.

Consider, for example, the case N = 2. Recall that if 0 < s <∞, 1 < p <∞ then
a) smooth maps are dense when 0 < sp < 1 or sp ≥ 2.
b) smooth maps are not dense when 1 ≤ sp < 2.

Set

R0 =
{
u ∈W s,p(Ω;S1);u is smooth except at a finite number of points

}
Is R0 dense in W s,p(Ω;S1) when 1 ≤ sp < 2 ? The answer is known to be positive in

the following cases:

a) s = 1 and 1 ≤ p < 2; see Bethuel and Zheng [1]
b) s = 1− 1/p and 2 < p < 3; see Bethuel [3]
c) s = 1/2 and p = 2; see Rivière [2].

See also OP12.

1.7. More about the structure of H1/2
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We review here the three main problems (existence of lifting, extension to higher di-
mension, density of smooth functions) in the special case s = 1/2, p = 2, N = 2.

Let Ω ⊂ R2 be a smooth, bounded simply connected domain (with some slight mod-
ifications we could also consider the case where Ω is the boundary of a smooth simply
connected domain G in R3). We are concerned with the structure of H1/2(Ω;S1). It will
be convenient to assume that 0 ∈ Ω.

Recall that
a) Some u’s in H1/2(Ω;S1) cannot be lifted as u = eiϕ with ϕ ∈ H1/2(Ω;S1) (see
Theorem 1.3b)). For example, we may choose

u1(x, y) = ei/r
α

with r2 = x2 + y2 and 1/2 ≤ α < 1,

or
u2(x, y) = (x, y)/r.

b) Some u’s in H1/2(Ω;S1) are not the trace of any v ∈ H1(Q;S1). More precisely,
let Q = Ω × (0, 1); for some u’s in H1/2(Ω;S1) there exists no v ∈ H1(Q;S1) such that
v|Ω×{0} = u. (see Theorem 1.14c)). For example we may choose u1 or u2 described above.

c) Some u’s in H1/2(Ω;S1) cannot be approximated in the H1/2 norm by functions in
C∞(Ω̄;S1) (see Theorem 1.17c)). For example we may choose u2 described above (but
not u1!).

It is therefore natural to introduce the three classes

X =
{
u ∈ H1/2(Ω;S1);u = eiϕ for some ϕ ∈ H1/2(Ω;R)

}
,

Y =
{
u ∈ H1/2(Ω;S1);u = v|Ω×{0} for some v ∈ H1(Q;S1)

}
and

Z = C∞(Ω;S1)
H1/2

.

Lemma 1.13. We have
X = Y $ Z $ H1/2(Ω;S1).

Proof. Let u ∈ X and choose ϕ ∈ H1/2(Ω;R) such that u = eiϕ. Let ψ ∈ H1(Q;R) be
such that ψ|Ω×{0} = ϕ. Then v = eiψ belongs to H1(Q;S1) and v|Ω×{0} = u

Conversely, let u ∈ Y and choose v ∈ H1(Q;S1) such that v|Ω×{0} = u. By The-
orem 1.1 we may write v = eiψ for some ψ ∈ H1(Q;R). Then u = eiψ where ϕ =
ψ|Ω×{0} in H1/2(|Ω;R). Thus u ∈ X, and we have proved that X = Y .
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If u ∈ X = Y write u = eiϕ with ϕ ∈ H1/2(Ω;R). Let (ϕn) be a sequence in C∞(Ω;R)
such that ϕn → ϕ in H1/2. Then un = eiϕn converges to u = eiϕ in H1/2 by Lemma A.1.5.
Hence u ∈ Z.

To prove that Z 6= X recall that u1 described above does not belong to X. On the
other hand, u1 is the limit in H1/2 of uε = eiψε with ψε = 1/(ε2 + r2)α/2. (It suffices to
adapt the argument showing that u1 ∈ H1/2 in the proof of Theorem 1.3b)). Thus u1 ∈ Z.

Finally we see that Z 6= H1/2 by noting that u2 lies in H1/2 and does not belong to Z.

To every function u ∈ H1/2(Ω;R2) we associate a distribution

T = T (u) ∈ D′(Ω;R).

When u ∈ H1/2(Ω;S1) the distribution T plays an interesting role: it describes the “loca-
tion” and “topological charge” of the singular set of u.

Let Q = Ω× (0, 1). Given u ∈ H1/1(Ω;R2) consider any v ∈ H1(Q;R2) such that

(1) v|Ω×{0} = u and v|Ω×{1} = 0.

Set

(2) < T, ζ >= −2
∫
Q

(vy ∧ vz)ζx − 2
∫
Q

(vz ∧ vx)ζy

where ζ ∈ C∞0 (Ω;R) (ζ is extended to Q by choosing ζ(x, y, z) = ζ(x, y)). It is easy to
check that this definition of T does not depend on the choice of an orthonormal base (x, y)
in R2. In addition we have

Lemma 1.14. T is independent of the choice of v.

Proof. As in the proof of Theorem 1.8 it suffices to verify that

I =
∫
Q

[
(vy ∧ wz) + (wy ∧ vz)

]
ζx +

∫
Q

[
(vz ∧ wx) + (wz ∧ vx)

]
ζy = 0

∀v ∈ H1(Q;R2), ∀w ∈ H1(Q;R2) with w|Ω×{0} = w|Ω×{1} = 0, and ∀ζ ∈ C∞0 (Ω;R).

By density we may always assume that v and w are smooth with w|Ω×{0} = w|Ω×{1} = 0.

Next observe that

(vy ∧ wz) + (wy ∧ vz) = (vy ∧ w)z + (w ∧ vz)y
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and
(vz ∧ wx) + (wz ∧ vx) = (vz ∧ w)x + (w ∧ vx)z

Hence (since ζz = 0),

I =−
∫
Q

(w ∧ vz)ζxy +
∫

Ω×{1}
(vy ∧ w)ζx −

∫
Ω×{0}

(vy ∧ w)ζx −
∫
Q

(vz ∧ w)ζxy

+
∫

Ω×{1}
(w ∧ vx)ζy −

∫
Ω×{0}

(w ∧ vx)ζy

= 0.

In what follows we will denote the distribution T by T (u) or simply T if there is no
ambiguity.

When u has a little more regularity there is also a simpler form for the distribution T :

Lemma 1.15. If u ∈ H1/2(Ω;R2) ∩W 1,1(Ω : R2) ∩ L∞(Ω;R2) then

T (u) = (u ∧ uy)x − (u ∧ ux)y in D′(Ω;R)

Proof. We have to show that

(3) −2
∫
Q

(vy ∧ vz)ζx − 2
∫
Q

(vz ∧ vx)ζy = −
∫
Q

(u ∧ uy)ζx +
∫
Q

(u ∧ ux)ζy.

Let (un) be a sequence in C∞(Ω;R2) such that un → u in H1/2 and in W 1,1, and ||un||L∞ ≤
C. We may then choose any sequence (vn) in C∞(Q̄;R2) such that vn → v in H1(Q;R2)
and

vn|Ω×{0} = un , vn|Ω×{1} = 0.

It suffices to prove that (3) holds for the sequence vn. For simplicity we drop the subscript
n. We have

2(vy ∧ vz) = (v ∧ vz)y + (vy ∧ v)z
2(vz ∧ vx) = (vz ∧ v)x + (v ∧ vx)z

and therefore

− 2
∫
Q

(vy ∧ vz)ζx − 2
∫
Q

(vz ∧ vx)ζy

= 2
∫
Q

(v ∧ vz)ζxy +
∫

Ω×{0}
(vy ∧ v)ζx

+ 2
∫
Q

(vz ∧ v)ζxy +
∫

Ω×{0}
(v ∧ vx)ζy

=
∫

Ω

(uy ∧ u)ζx +
∫

Ω

(u ∧ ux)ζy,



58 I. SOME NONSTANDARD PROPERTIES OF SOBOLEV MAPS

which is the desired equality.

When u takes its values in S1 and has only a finite number of singularities there is a
very simple expression for the distribution T (u):

Theorem 1.19. Let (aj) be k points in Ω. Assume u ∈ H1/2(Ω;S1) ∩ H1
loc(Ω\ ∪kj=1

{aj};S1).

Then

T (u) = 2π
k∑
j=1

djδaj in D′(Ω)

where δaj denotes the Dirac mass at aj and dj = deg(u, aj) is the degree of u restricted to
any small circle around aj (in the sense of H1/2- degree of Section 1.4)

Proof. We split the argument into 3 steps.

Step 1: supp T (u) ⊂ ∪kj=1{aj}.

It suffices to verify that if ũ ∈ H1(ω;S1) for some domain ω, then

T (ũ) = 0 in D′(ω).

But, in view of Lemma 1.15,

T (ũ) = (ũ ∧ ũy)x − (ũ ∧ ũx)y in D′(ω)

Let ũn be a sequence in C∞(ω;S1) such that ũn → ũ in H1. We have

T (ũn) = (ũn ∧ ũny)x − (ũn ∧ ũnx)y
= 2ũnx ∧ ũny = 0

Moreover T (ũn)→ T (ũ) in D′(ω) and therefore T (ũ) = 0.

Step 2: T (u) =
k∑
j=1

cjδaj for some constants cj .

Proof. By a celebrated result of L. Schwartz [1] we deduce from Step 1 that T (u) may be
expressed as a finite sum

(4) T (u) =
∑
j,α

cj,αD
αδaj .
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Fix j and α with |α| ≥ 1. We have to prove that cj,α = 0. We may assume that aj = 0.
Fix a smooth function ζ with support in B(0, 1), such that ζ(0) = 0, Dαζ(0) = 1 and
Dβζ(0) = 0 for all β 6= α. Set

ζk(x, y) = ζ(kx, ky), k = 1, 2, ...,

so that supp ζk ⊂ B(0, 1/k). For k sufficiently large, we have by (3),

(5) < T (u), ζk >= (−1)|α|k|α|cj,α.

On the other hand, from the definition of T (u) (see (2)) we have

(6) | < T (u), ζk > | ≤ Ck
∫
{(x,y,z)∈Q; r<1/k}

|∇v|2

where r2 = x2 + y2. Combining (5) and (6) and letting k →∞ yields cj,α = 0, i.e.,

(7) < T (u) =
k∑
j=1

cjδaj .

Step 3: The constant cj in (7) is given by cj = 2π deg (u, aj). Assume as above that
aj = 0; Fix R such that R < mink 6=j |ak| and R < dist (0, ∂Ω). Consider the annulus

ω = {(x, y) ∈ R2;R/2 < r < R}.

Choose any smooth function ζ(x, y) such that

ζ =
{

1 for r < R/2,
0 for r > R.

We have , by (7),
< T (u), ζ >= cj .

From the definition of T (u) (see (2)) and since ∇ζ = 0 outside ω we have

< T (u), ζ >= −2
∫
ω×(0,1)

(vy ∧ vz)ζx − 2
∫
ω×(0,1)

(vz ∧ vx)ζy

Since u ∈ H1(ω) we have, as in the proof of Lemma 1.15,

< T (u), ζ >=
∫
ω

(uy ∧ u)ζx +
∫
ω

(u ∧ ux)ζy
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Applying formula (11) from Section 1.4 with ϕ = 1− ζ yields

deg (u, aj) = − 1
2π

∫
w

(u ∧ uy)ζx −
1

2π

∫
(ux ∧ u)ζy

=
1

2π
< T (u), ζ >=

1
2π
cj ,

which is the desired conclusion.

Remark 1.32. The concept of a distribution T describing the location and topological
charge of the singular set of a map u has been originally introduced by Brezis, Coron and
Lieb [1]. There, u ∈ H1(Ω;S2) where Ω is a domain in R3. One considers first the vector
field

D(u) = (u · uy ∧ uz, u · uz ∧ ux, u · ux ∧ uy)

which belongs to L1(Ω;R3). The distribution T (u) is defined by

T (u) = div D(u) in D′(Ω;R)

When u is smooth except at a finite number of points (aj) in Ω, then

T (u) = 4π
∑

djδaj in D′(Ω;R)

where dj = deg (u, aj) denotes the degree of u restricted to a small sphere centered at aj .

In our current setting, if u ∈ W 1,1(Ω;R2) ∩ L∞(Ω;R2), where Ω is a domain in R2, we
consider the vector field

H(u) = (u ∧ ux, u ∧ uy) ∈ L1(Ω;R2)

and the distribution
T (u) = curl H(u) in D′(Ω;R).

By Lemma 1.15 it coincides with our distribution T (u) when u ∈ H1/2(Ω;R2)∩W 1,1(Ω;R2)∩
L∞(Ω;R2). More general situations have been investigated by Jerrard and Soner [1],[2].

By analogy with the results of Brezis, Coron and Lieb [1], and Bethuel, Brezis and
Coron [1](concerning maps u from a domain in R3 with values into S2) we associate to
every map u ∈ H1/2(Ω;R2) a number L(u) ≥ 0 defined by

(8) L(u) =
1

2π
Sup ζ∈C∞0 (Ω;R)

||∇ζ||L∞≤1

< T (u), ζ > .

It is easy to see from (2) that

(9) | < T (u), ζ > | ≤ C‖u‖2H1/2‖∇ζ‖L∞ ∀u ∈ H1/2(Ω;R2), ∀ζ ∈ C∞0 (Ω)
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and
(10)
| < T (u1)−T (u2), ζ > | ≤ C‖u1−u2‖H1/2(‖u1‖H1/2+‖u2‖H1/2)‖∇ζ‖L∞ ∀u1, u2 ∈ H1/2(Ω;R2),∀ζ ∈ C∞0 (Ω).

In particular we deduce that

(11) L(u) ≤ C||u||2H1/2 ∀u ∈ H1/2(Ω;R2)

and

(12) |L(u1)− L(u2)| ≤ C||u1−u2 ||H1/2(||u1||H1/2 + ||u2||H1/2)∀u1, u2 ∈ H1/2(Ω;R2).

When u takes its values in S1 and has only a finite number of singularities there is a
very simple expression for L(u) in terms of length of a “minimal connection” connecting
the singularities of u. In order to define it we introduce a new (semi-)metric on R2

(13) d(x, y) = min {|x− y|, dist (x,c Ω) + dist (y,c Ω)}

where c|Ω = R
2Ω. Note that d(x, y) = 0 if x, y ∈ Ω and d(x, y) = dist (x, ∂Ω) if x ∈ Ω

and y ∈ ∂Ω. Given a sequence of “positive” points (pj), j = 1, 2, ..., k in Ω and a sequence
of negative points (nj), j = 1, 2, ..., k in Ω with an equal number of points, we define

(14) L(p, n) = M
σ
in

k∑
j=1

d(pj , nσ(j))

where the minimum in (12) is taken over all permutations σ of the integers 1, 2, ..., k.

Now, given a finite number of points (aj) in Ω with associated integers (dj) in Z, we
say that aj is a positive point if dj > 0, respectively a negative point if dj < 0. We list
the positive points with each aj repeated with multiplicity dj . Likewise, list the negative
points, with each aj repeated |dj | times. The points aj with dj = 0 are omitted from these
two lists. Write this list as

p1, p2, ..., pk+ , n1, n2, ...nk−

where
k+ =

∑
dj>0

and k− =
∑
dj<0

|dj | = −
∑
dj<0

dj .

If
∑
j dj = 0 we have an equal number of positive and negative points. If

∑
j dj > 0 we

have an excess of
k+ − k− =

∑
j

dj
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positive points. To balance them we introduce in the list (k+ − k−) negative points arbi-
trarily placed in ∂Ω. Likewise, if

∑
j dj < 0 we introduce in the list |

∑
j dj | positive points

placed in ∂Ω.

In this way, we end up, in all cases, with an equal number of positive and negative
points. Write it as

p1, p2, ...pk, n1, n2, ..., nk.

The number L defined by (14) is called the length of a minimal connection for the
configuration (aj , dj) (including connections to the boundary).

Theorem 1.20. Assume u is as in Theorem 1.19, then the number L(u) defined by (8)
coincides with the length L of a minimal connection for the singularities of u (including
connections to the boundary).

Proof. In view of Theorem 1.19 we have

(15) T (u) = 2π(
k∑
j=1

δpj −
k∑
j=1

δnj ) in D′(Ω).

(Note that points pj or nj on ∂Ω contribute nothing to the sum in (14). For ζ ∈ C∞0 (Ω)
we have

1
2π

< T (u), ζ > =
∑
j

ζ(pj)−
∑
j

ζ(nj)

=
∑
j

ζ(pj)−
∑
j

ζ(nσ(j))

for any permutation σ of the integers 1, 2, ..., k. If we assume in addition that ||∇ζ||L∞ ≤ 1
it is easy to see that

|ζ(x)− ζ(y)| ≤ d(x, y) ∀x, y ∈ Ω

and thus
1

2π
| < T (u), ζ > | ≤

∑
j

d(pj , nσ(j))

for every permutation σ. Consequently

L(u) =
1

2π
Sup

ζ∈C∞0 (Ω;R)
||∇ζ||L∞≤1

< T (u), ζ > ≤ L
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where
L = Min

σ

∑
j

d(pj , nσ(j))

is the length of a minimal connection for the singularities of u. To prove the reverse
inequality we rely on the following elementary, but basic, lemma taken from Brezis, Coron
and Lieb [1]:

Lemma 1.16. Let M be a metric space and let p1, p2, ....., pkandn1n2, ....nk be 2k points
in M . Then

Max
ζ∈Lip1(M ;R)

∑
j

ζ(pj)−
∑
j

ζ(nj) = L(p, n)

where
Lip1(M ;R) = {ζ : M → R; |ζ(x)− ζ(y)| ≤ d(x, y) ∀x, y ∈M}

and
L(p, n) = Min

σ

∑
j

d(pj , nσ(j)).

Sketch of proof. As above, the inequality

Sup
ζ

∑
j

ζ(pj)−
∑
j

ζ(nj) ≤ L(p, n)

is obvious. The reverse inequality is more delicate. It was originally proved by Brezis,
Coron and Lieb [1] using a theorem of L.V. Kantorovich ( on the transfer of masses) and
a theorem of G. Birkhoff (on the extremal points of doubly stochastic matrices). A direct
argument is presented in Brezis [2]. The idea is to relabel the points (nj) so that

L(p, n) =
∑
j

d(pj , nj)

and to construct a function ζ defined only on the finite set

Q = (∪kj=1pj)(∪kj=1nj)

satisfying

(16) |ζ(x)− ζ(y)| ≤ d(x, y) ∀x, y ∈ Q

and

(17) ζ(pj)− ζ(nj) = d(pj , nj) ∀j.
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This is the heart of the matter. It boils down to a system of linear inequalities for
the unknowns Xj = ζ(nj) (since ζ(pj) is then given by Xj = d(pj , nj)). A solution to this
system is found using elementary tools from linear programming (sse Brezis [2]).

Once ζ has been defined on the set Q, it may then be extended to all of M by letting

ζ̃(x) = Inf
y∈Q
{ζ(y) + d(x, y)}, x ∈M.

It is easy to check that ζ̃ ∈ Lip1(M ;R) and∑
j

ζ̃(pj)−
∑
j

ζ̃(nj) = L(p, n).

Proof of Theorem 1.20 completed. Using Lemma 1.16 with M = R
2 equipped with the

metric d(x, y) defined in (13). We obtain a function ζ : R2 → R such that

|ζ(x)− ζ(y)| ≤ |x− y| ∀x, y ∈ R2

ζ is constant on cΩ∑
j

ζ(pj)−
∑
j

ζ(nj) = L(p, n).

By adding a constant we may always assume that

ζ = 0 on cΩ.

Finally, with standard truncation and mollification techniques(see e.g. the proof of Théorème
1X.17 in Brezis [1]) one constructs a sequence (ζl) in C∞0 (Ω;R) such that

||∇ζl||L∞ ≤ 1

and
ζl → ζ as l→∞, uniformly on Ω.

Some properties of T (u) and L(u) are easily verified when u ∈ H1/2(Ω;S1) is smooth
except at a finite number of points. They can be extended by density to all functions u ∈
H1/2(Ω;S1). Here is an example. The product u1u2 of two functions u1, u2 ∈ H1/2(Ω;S1)
belongs to H1/2(Ω;S1) (check)! where u1u2 denotes complex multiplication.

Theorem 1.21 For every u1u2 ∈ H1/2(Ω;S1) we have

(18) T (u1u2) = T (u1) + T (u2) in D′(Ω;R)
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(19) L(u1u2) ≤ L(u1) + L(u2),

(20) L(u1ū2) ≤ C||u1 − u2||H1/2(||u1||H1/2 + ||u2||H1/2).

The proof relies on the following density result already mentioned at the end of Section
1.6.

Lemma 1.17 (Rivière [2]). Set

R0 = {u ∈ H1/2(Ω;S1);uissmoothexceptatafinitenumberofpointsinΩ}.

Then R0 is dense in H1/2(Ω;S1).

Proof of Theorem 1.21. Let (u1n) and (u2n) be sequences in R0 such that u1n → u1 in
H1/2 and u2n → u2 in H1/2. Clearly u1nu2n ∈ R0 and moreover u1nu2n → u1u2 in H1/2

(this is a consequence of Lemma A.1.5 in Appendix A.11 applied to Φ(z1, z2) = z1z2 which
is globally Lipschitz on S1 × S1). It is easy to see, using Theorem 1.19 and the standard
properties of degree(see equation(1) in Section 1.3), that

T (u1nu2n) = T (u1n) + T (u2n).

Passing to the limit (using (10)) yields (18).

Inequality (19) is a direct consequence of (18) and the definition of L(u) (see (8)).

To establish (20) note that, by (18),

T (u1ū2) = T (u1)− T (u2)

and thus

L(u1ū2) =
1

2π
Sup ζ∈C∞0 (Ω;R)

||∇ζ||L∞≤1

< T (u1)− T (u2), ζ >

≤ C||u1 − u2||H1/2(||u1||H1/2 + ||u2||H1/2) by (10).

1.7A Superseded

Instead of considering a bounded domain in R2, we will rather work with the boundary
of a smooth bounded U ⊂ R3. We assume further that ∂U is simply connected.

Recall that
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a) there is some u ∈ H 1
2 (∂U ;S1) which cannot be lifted as u = eiϕ with P ∈ H 1

2 (∂U ;R)
(by Theorem 1.5 and the example thereafter). For example, if 0 ∈ U , we may choose

u1(x, y, z) = e
i

|(x,y)|1/2 or u2(x, y, z) = (x,y)
|(x,y)| ,

b) there is some u ∈ H 1
2 (∂U ;S1) which cannot written as u = v|∂U for any v ∈ H1(U ;S1)

(this is obtained by adapting the proof of Theorem 1.16, c)). As we shall see below, a
function has the lifting property if and only if it has the extension property. Hence we
may choose u1 or u2 as examples,

c) C∞(∂U ;S1) is not dense inH
1
2 (∂U ;S1). We know, for example, that u2 /∈ C∞(∂U ;S1)

H
1
2

(see sketch of proof of Theorem 1.18; later in this section we will also give a different ar-
gument).

It is thus natural to consider the following classes:

X = {u ∈ H 1
2 (∂U ;S1)/∃ϕ ∈ H 1

2 (∂U ;R) s.t. u = eiϕ};

Y = {u ∈ H 1
2 (∂U ;S1)/∃v ∈ H1(U ;S1) s.t. v|∂U = u};

Z = C∞(∂U ;S1)
H

1
2

.

Lemma 1.9. We have

X = Y ⊂
6=
Z ⊂
6=
H

1
2 (∂U ;S1).

Proof. Let u ∈ X and ϕ ∈ H
1
2 (∂U ;R) be such that u = eiϕ. Let ψ ∈ H1(U ;R) with

ψ|∂U = ϕ and set v = eiψ. Then v ∈ H1
u(U ;S1). Hence X ⊂ Y . Conversely, let u ∈ Y

and v ∈ H1
u(U ;S1). By Theorem 1.1, we may write v = eiψ for some ψ ∈ H1(U ;R). then

u = eiϕ, where ϕ = ψ|∂U ∈ H
1
2 (∂U ;R).

If u ∈ X = Y , let ϕ ∈ H 1
2 (∂U ;R) with u = eiϕ. If (ϕn) ⊂ C∞(∂U ;R) and ϕn → ϕ in

H
1
2 , then eiϕN → eiϕ = u in H

1
2 , by Lemma A.1.5. Hence u ∈ Z.

To prove that Z 6= X, we assume 0 ∈ U . Recall that, by the proof of Theorem 1.5,

u1 /∈ X. However, u1 = lim
ε→+

0

uε in H
1
2 (∂U ;S1), where uε(x, y, z) = e

i
ε+|(x,y)|

1
2 . Since

uε ∈ H
1
2 ∩ C0, by a standard approximation procedure we find that u1 ∈ Z.

Finally, Z 6= H
1
2 (∂U ;S1) by c).

There is an interesting distribution associated to every u ∈ H 1
2 (∂U ;R2). This distribu-

tion describes the location and “topological charge” of the singular set of u.



I. SOME NONSTANDARD PROPERTIES OF SOBOLEV MAPS 67

Definition 5. Let v ∈ H1(U ;R2) be any map such that v|∂U = u. Set

D = rD(v) =
{

2(vy ∧ vz, vz ∧ vx, vx ∧ vy) in U

0 in R3\U

and T = div D (T makes sense as distribution on R3 since D ∈ L1(R3;R3)).

Remark 1. D depends on the coice of v, but it is easy to see that it does not depend on
the choice of a direct orthonormal base in R3.

Theorem 1.20. T is independent of the choice of v. Moreover,

supp T ⊂ ∂U.

We may thus use the notation T = T (u).

Proof. For the first property, as in the proof of Theorem 1.10, it suffices to check that∫
v

[
fY ∧ gz + fz ∧ gy)ξx + (fz ∧ gx + fx ∧ gz)ξy + (fx ∧ gy + fy ∧ gx)ξz

]
= 0,

∀f ∈ C∞0 (U ;R2), g ∈ C∞(U ;R2), ξ ∈ C∞0 (R3;R).

This follows easily by integration by parts.

As for the second property, we clearly have supp T ⊂ U . By choosing v smooth in U ,
we find that T = 0 in U . Hence supp T ⊂ ∂U .

Theorem 1.21 If u ∈ H 1
2 (∂U ;R2) ∩W 1,1(∂U ;R2) then

(1) 〈T (u), ξ〉 = −
∫
∂U

u ∧ (∇Tu ∧∇T ξ), ξ ∈ C∞0 (R3
R).

Note that ∇Tu(x) ∈ (T ?x (∂u))2 has in intrinsic meaning. The first ∧ denotes the exterior
product in R2 and the second ∧ is the exterior product in T ?x (∂U).

In local coordinates (x, hy) on ∂U , and writing u = (u1, u2), we have

uΛ(∇Tu ∧∇T ξ) = (u1u2x − u2u1x)ξ1 − (u1u2y − u2u1y)ξx.

Proof. We start with u ∈ C∞(∂U ;R2) and v ∈ C∞(U ;R2). Then

〈T (u), ξ〉 = −2
∑

cyclic

∫
U

(vy ∧ vz)ξx = 0
∑

cyclic

∫
U

[(vy ∧ vz)ξx + (vy ∧ vz)ξx]

= −
∑

cyclic

∫
∂U

[v ∧ vz)ξxny + (vy ∧ v)ξxnz]ds

+
∑

cyclic

∫
U

[v ∧ vyz)ξx + (v ∧ vz)ξxy + (vyz ∧ v)ξx + (vy ∧ v)ξz],
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so that

〈T (u), ξ〉 = −
∫
∂U

v ∧ det(∇v,∇ξ, n) = −
∫
∂U

v ∧ (∇tv ∧∇tξ)ds

= −
∫
∂U

u ∧ (∇Tu ∧∇tξ).

For a general u as in the theorem, consider a sequence (un) ⊂ C∞(∂U ;R2) such that
un → u in H

1
2 and in W 1,1 and ‖un‖∞ ≤ C. By taking for vn and the harmonic extensions

of un, u to U , we have vn → v in H1 and hence D(vn) → D(v) in L1. Therefore,
T (un)→ T (u) in D. On the other hand,∫

∂U

un ∧ (∇Tun ∧∇T ξ)→
∫
∂U

u ∧ (∇Tu ∧∇T ξ).

The proof is complete.

Remark 1. If u belongs only to W 1,1(∂U ;R2), we may take as definition of T the right-
hand side of (1). In the case of a flat boundary, we have

〈T (u), ξ〉 = −
∫
u ∧ (uxξy − uxξx) = 〈 ∂

∂y
(u ∧ ux) =

∂

∂x
(u ∧ y), ξ〉

= 〈curl (u ∧ ux, u ∧ uy), ξ〉 − 〈curl H, ξ〉.

. Clearly, T (u) = 0 if u ∈ C∞(∂U ;S1), or, more generally, if u ∈ C∞(∂U ;S1)
W 1,1

. The

converse (i.e., if u ∈ W 1,1(∂U ;S1) and T (u) = 0, then u ∈ C∞(∂U ;S1)
W 1,1

) is also true,
see Demengel [1]. A similar result holds for general ∂U .

We now turn to the case of functions which are “smooth” except a finite number of
points. More precisely, let u ∈ H

1
2 (∂U ;S1) ∩ H1

loc(∂U\{a1,−ak}). For r > 0 small
enough, one may define a geodesic positively oriented circle around aj . For all such r,
u|Cr ∈ H

1
2 , so it has a degree. As in the proof of theorem 1.15, this degree is independent

of r. We all it the degree of u around aj and denote it deg(u, aj).

Theorem 1.22. If u ∈ H 1
2 (∂U ;S1) ∩H1

loc(∂U\{a1 � ak}), then

T (u) = 2π
k∑
j=1

deg(u, aj)δaj .

Proof. We first prove that supp T (u) ⊂ {a1, � ak}. Take a ∈ ∂U\{a1, , . . . , ak} and a
smooth simply connected neighborhood

∑
of a in ∂U\{a1 � ak}. In

∑
we may write
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u = eiϕ, ϕ ∈ H1(
∑

;R) and we may extend u to some v ∈ H1(ω;S1), where ω is a tubular
neighborhod of

∑
in U\{11, � ak}. Hence we may tend v to an H1 function, still denoted

v, such that v ∈ H1
u(U ;R2) and v ∈ H1(ω;S1). If ξ ∈ C∞0 (ω), then

〈T (u), ξ〉 = −
∫
ω

[(vy ∧ vz)ψx + (vz ∧ vx)ψy + (vx ∧ vy)ψz] = 0,

since ∇v ⊥ v.

Next, we prove that, for some coefficients kj ∈ R,

(2) T (u) =
k∑
j=1

kjδaj .

By a well-known result of L. Schwartz, we have

(3) div D = T (u) =
∑
finite

Cαij∂
αδaj .

By taking Fourier transforms in (3), we find that

(4) iζ · D̂(ζ) =
∑

cα,j(iζ)αe−iaj·ζ , ∀ζ ∈ R3.

Now since D ∈ L1, we have lim
|ζ|→∞

|D̂(ζ)| = 0, so that the right-hand side of (3) is θ(|ζ|)

as |ζ| → ∞. This implies cα,j = 0 if |α| ≥ 1.

Finally, we identify the coefficients kj . We reduce the problem to that of a localy flat
boundary with the help of

Lemma 1.10. Let x : ω → U be a positive C1-diffeo-morphism and u ∈ H
1
2 (∂U ;S1),

ξ ∈ C∞0 (R3).

Then

(5) 〈T (u), ξ〉 = 〈T (u0χ), ξ ◦ χ〉.

We note that 〈T (U), ξ〉 is well-defined by ξ|U and if we merely have ξ ∈ C1. therefore,
equality (5) is meaningful.

Proof of Lemma 1.10. We have, if v = (v1, v2),

〈T (u), ξ〉 = −
∫
U

D(v) · ∇ξ = −
∫
U

det(∇ξ,∇v1,∇v2),
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and

〈T (u ◦ χ), ξ ◦ χ〉 = −
∫
ω

det(∇(ξ ◦ χ),∇(v1 ◦ χ),∇(v2 ◦ χ))

= −
∫
ω

|det(∇ξ)|[det(∇ξ,∇v1,∇v2)] ◦ χ = −〈T (u), ξ〉.

Proof of Theorem 1.22 completed. Since the coefficients kj are invariant under a positive
diffeomorphism (by Lemma 1.10) and so is the degree of u around aj, it suffices to consider
the case of a flat boundary. Assume, e.g., that u ∈ H1

loc(B1\{0};S1) is of degree d
around 0, and that locally U is below the x0y plane (hence, positively oriented circles
correspond to the usual ones). Let f ∈ C∞(R+,R) be such that f(r) = 0 for 0 ≥ r ≤ 1

2 ,
f(r) = 0 for r ≥ 2

3 . by choosing ξ ∈ C∞0 (R3) such that ξ(x, y, z) = f(|(x, y)|) for |z| ≤ 1,
v ∈ H1

U (B1 × R;R2), it suffices to prove that

〈T (u), ξ〉 = 2πd.

We take v such that v(x, y, z) = u(x, y)f(z) for |(x, y)| ≥ 1
2 and v = 0 for |z| ≥ 1. Then

〈T (u), ξ〉 = 2
∫∫∫
z≤0

|(x,y)|≥ 1
2

f(z)f ′(z)
[
(uy ∧ u)ξx + (u ∧ ux)ξy

]

=
∫∫

|(x,y)|≥ 1
2

[
(uy ∧ u)ξx + (u ∧ ux)ξy

]
∫∫

|(x,y)|≥ 1
2

[
(uY ∧ u)

x

|(x, y)|
+ (u ∧ ux)

y

|(x, y)|
]
f ′(|(x, y)|)

= −
∫∫

1
2≤r≤1

(u ∧ ut)f ′(r) = 2πd
∫

1
2≤r≤1

f ′(r)dr = 2πd.

Theorem 1.23. Let u ∈ H 1
2 (∂U ;S1). Then u ∈ Z ⇒ T (u) = 0.

Proof. If u ∈ C∞(∂U ;S1), then u = eiϕ for some ϕ ∈ C∞(∂U ;R), and hence there is some
v ∈ C∞u (U ;S1). Clearly, D(v) = 0 in this case. Nof if un → u in H

1
2 , we saw during the

proof of Theorem 1 that T (un)→ T (u) in D′.

Remark 1. There is an analogue of T for H1(U ;S2) maps. If u ∈ H1(U ;S2), set

D(u) =
{

(u · uy ∧ uz, u · uz ∧ ux, u · ux ∧ uy) in 0 ∈ L1(R3;R3)
0 in R3\U
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and T (u) = div D.

Then T (u) = 0 if u ∈ C∞(U ;S2)
H1

. The converse is also true, that is

C∞(U ;S2)
H1

= {u ∈ H1(U ;S2)/T (u) = 0},

see Bethuel [ ].

Remark 1. In connection with the above results, we call attention to some open problems:

a) Is it true that Z(= C∞(∂U ;S1)
H

1
2

) = {u ∈ H1(∂U ;S1)T (u) = 0} (see OP );

b) Is the set ⋃
k≥1

{a1,�ak}⊂∂U

H1
loc(∂U\{a1, � ak};S1) ∩H 1

2

dense in H
1
2 ? (see OP ). This could be useful in proving a); see OP .

c) Given u ∈ H 1
2 (∂U ;S1) consider the distribution T (u) defined above. Does there exist

sequence of points (Pi) and (Ni) on ∂U such that∑
i

|Pi −Ni| <∞

and
〈T (u), ξ〉 =

∑
i

(ξ(Pi)− ξ(Ni)) ∀ξ ∈ C∞(∂U ;R)?

see OP .

[The analogous statement for u ∈ H1(U ;S2) is true; see XXX.]

e) Is there a single characterization of maps u ∈ X = v; see OP 6.

Remark 1. One may define an analogue of T for functions u ∈ W 1− 1
k ,k

(∂U ;Sk−1), where U is a smooth bounded domain in Rk+1.

Since the distribution T belongs to the dual space of W 1,∞, it is natural to consider its
norm in that space. There are two possibilities, but they yield equivalent norms.

Definition 6. For u ∈ H 1
2 (∂U ;R2), set

L1(U) = 1 sup
ξ∈Lip(U ;R)

|∇ξ|≤1 a.e. on U

〈T, ξ〉.
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Definition 7. For u ∈ H 1
2 (∂U ;R2), set

L2(u) =
1

2π
sup

ξ∈Lip(∂U ;R)
|∇T ξ|≤1 a.e.

in ∂U

compute explicitly L1, L2 for “nice” singular functions. This is explained below.

Let u ∈ H
1
2 (∂U ;S1) ∩ H1

loc(∂U\{a1,⇁ ak};S1). By Theorem 1, we have T (u) =

2π
k∑
1

deg(u, aj)δaj. Since 〈T (u), 1〉 = 0, it follows that
k∑
1

deg(u, aj) = 0. Call aj a “pos-

itive” singularity if deg(u, aj) > 0, a “negative” singularity otherwise. Let P1, . . . , Pn be
the list of positive singularities, each one repeated according to its degree. Let V1, . . . , Nn
(same n) be the list of negative singularities. Applying in Brezis, Coron and Lieb [1] one
obtains

Theorem 1. For u ∈ H 1
2 (∂U ;S1) ∩H1

loc(∂U\{a1 ⇁ ak};S1),

Lj(u) = inf
σ∈Sn

n∑
1

distj(Pi, Nσ(i)), j = 1, 2,

where d1 is the geodesical distance in U and d2 is the geodesical distance on ∂U .

Clearly, d1 ≤ d2 ≤ Kd1 for some constant K, so that the same holds for L1 and L2.

Remark 1. While L2 is a more “intrinsic” quantity, L1 is an important quantity when
studying the 3d Ginzburg-Landau equation (see XXX).

Remark 1. Starting from the definition of T as div D, and taking in that definition
harmonic extensions, one may easily see that∣∣〈T (u1), ξ〉 − 〈T (u2), ξ〉

∣∣ =
∣∣〈D(ũ1),∇ξ〉 − 〈D(ũ2),∇ξ〉

∣∣
≤ C‖∇(ũ1 − ũ2)‖L2(‖∇ũ1‖L2 + ‖∇ũ2‖L2‖∇ξ‖L∞

where ũ is the harmonic extension of u. It then follows that

(6)
∣∣L1(u1)− L1(u2)

∣∣ ≤ C‖u1 − u2‖
H

1
2

(‖u1‖
H

1
2

+ ‖u2‖
H

1
2

).

Since L1 and L2 are equivalent quantities, we also find that

(7)
∣∣L2(u1) = L2(u2)

∣∣ ≤ C‖u1 − u2‖
H

1
2

(‖u1‖
H

1
2

+ ‖u2‖
H

1
2

).

Remark 1. In the case ofH1(U : S2) functions, L(u) plays an important role in computing
a relaxed energy; see Bethuel, Brezis and Coron [1] and also Giaquinta, Modica and Soucek
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[1] in the framework of Cartesian currents. One ask whether a similar result holds in our
setting. More precisely, let u ∈ H 1

2 (∂U ;S1), is it true that

Inf
un∈C∞(∂U ;S1)
un→u a.e.

{
lim inf ‖un‖2

H
1
2 (∂U)

}
= ‖u‖2

H
1
2 (∂U)

+ 2πL1(u)

where ‖u‖2
H

1
2 (∂U)

=
∫
U
|∇v|2 and v is the harmonic extension of u to U? See OP .

lim
ε→0

1.8. Open problems

OP1. Find a simple proof for Theorem 1.2 when sp < 1. More specifically find a simple
proof of the existence of a lifting ϕ ∈ Hs((0, 1);R) for every u ∈ Hs((0, 1);S1) when
0 < s < 1/2.

OP2. Assume 0 < s < 1, 1 < p < ∞ and sp < 1. Let u ∈ W s,p((0, 1);S1). Can one
find a lifting ϕ ∈ W s,p((0, 1);R) ∩ L∞((0, 1);R)? [Clearly there is a lifting ϕ1 ∈ L∞ and,
by Theorem 1.2, there is another lifting ϕ2 ∈ W s,p, but they need not coincide]. Recall
that the lifting constructed in the proof of Theorem 1.2 belongs to W s,p and also to every
Lq, q <∞. This suggests that there may exist a lifting in W s,p ∩BMO.

OP3. When N ≥ 3, the loss of regularity in lifting is not well understood. Consider, for
example, the case N = 3 and p = 4 as in Remark 1.6. If 1/2 ≤ s < 3/4, it is plausible that
every u ∈W s,4(Ω;S1) admits a lifting ϕ in W σ,4(Ω;R) where

σ =
7s− 3

4s
.

[Comment: This value of σ comes from the following formal computation. If u = eiϕ,
then Dϕ = −iūDu and hence

(1)
∫
ϕ divζ = −i

∫
(Du)(ūζ) ∀ζ.

Choose ζ = gradψ where ψ is the solution of

∆ψ = Dσf , f ∈ L4/3given.

It follows that
ζ ∈W 1−σ,4/3 ⊂ Lq (by Sobolev)
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where
1
q

=
3
4
− 1− σ

3
.

From (1) we have

(2)
∣∣ ∫ (Dσϕ)f

∣∣ ≤ ||u||W s,4 ||ūζ||W 1−s,4/3 .

On the other hand, by Gagliardo-Nirenberg

u ∈W (1−s),4s/(1−s).

Since σ < s and
1− s

4s
+

1
q

=
3
4

we conclude that ūζ ∈W 1−s,4/3 with

‖ūζ‖W 1−s,4/3 ≤ C‖f‖L4/3 .

Inequality (2) suggests that Dσϕ ∈ L4].

One cannot expect a lifting in a better space W σ′,4 with σ′ > σ(use u = ei/|x|
α

with
appropriate α as in the proof of Theorem 1.3 b)). The general question of lifting (in
“optimal” spaces W σ,p) for a map u ∈ W s,p(Ω;S1) when N ≥ 3, 2 ≤ sp < N is still
widely open.

OP4. Let M be a compact Riemannian manifold (without boundary) – for example
M = S1. Let M̃ be a cover space for M . More precisely, assume that M̃ is a complete
Riemannian manifold – for example M̃ = R− and that there is a smooth map

π : M̃ → M

which is onto and such that ∇π is a bijective linear operator with

||(∇π(a))−1|| ≤ C ∀a ∈ M̃.

(for example π(a) = eia). Let Ω ⊂ RN be a smooth simply connected domain and let
u ∈ W 1,p(Ω;M). Under what conditions can one lift u, i.e., find ϕ ∈ W 1,p(Ω; M̃) such
that

u = π ◦ ϕ ?

Same question in fractional Sobolev spaces.
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OP5. Let f, g ∈ C0(S1;S1) with Fourier coefficients (an) and (bn). Assume

|an| = |bn| ∀n ∈ Z.

Can one conclude that
deg(f) = deg(g)?

[The answer is positive if one assumes in addition that f, g ∈ H1/2; see Definition3 and
Theorem 1.11 in Section 1.4. See also, in Remark 1.19, the difficulties which may arise
when the maps do not belong to H1/2].

OP6. Let f ∈ C0(S1;S1) with Fourier coefficients (an) , n ∈ Z. Assume that

+∞∑
n=1

n|an|2 <∞

Can one conclude that f ∈ H1/2?

[Note that the formula

−1∑
n=−∞

|n| |an|2 = −degf +
+∞∑
n=1

n|an|2,

valid when f ∈ H1/2, is quite suggestive].

OP7. Let (an)n∈Z be a sequence of complex numbers satisfying

(3)
+∞∑

n=−∞
|n| |an|2 <∞,

(4)
+∞∑

n=−∞
|an|2 = 1,

and

(5)
+∞∑

n=−∞
anān+k = 0 ∀k 6= 0.

Find a direct elementary proof of the fact that

(6)
+∞∑

n=−∞
n|an|2 ∈ Z.
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(see Remark 1.19).

OP8. Let Ω ⊂ Rn, n ≥ 2, be a smooth bounded domain (not necessarily simply con-
nected). Let s > 0 and p > 1 with sp < 2. Is

W s,p(Ω;S1) path - connected?

[Comment: The answer is positive in many special cases:

a) If sp < 1. One can write any u ∈ W s,p(Ω;S1) as u = eiϕ with ϕ ∈ W s,p(Ω;R) by
Theorem 1.3. Then, one may connect u to 1 via the homotopy eitϕ

b) If s = 1. This is a special case of Theorem 0.2 in Brezis and Li [1].
c) If N = 2. The result is due to P. Mironescu (work in preparation).
d) If N = 3 and Ω is a solid torus the result is due to Mironescu (work in preparation).]

Note that the restriction sp < 2 is optimal: if N = 2 and Ω is an annulus, W s,p(Ω;S1)
is not path-connected when sp ≥ 2 by a result of Brezis, Li, Mironescu and Nirenberg [1].

More generally, ifM is any compact Riemannian manifold, it is plausible thatW s,p(Ω;M)
is path-connected for any s > 0, and any p > 1 with sp < 2.

OP9. Let Ω ⊂ R
N , N ≥ 2, be a smooth, bounded, simply connected domain. Is

W s,p(Ω;S1) path-connected for any s > 0 and any p > 1?

[Comment: The answer is positive when s is an integer. Indeed:

If s=1 and p<2, we know that W 1,p(Ω;S1) is path-connected– even for general Ω – by
Theorem 0.2 in Brezis and Li [1].

If s=1 and p≥2, we can write u = eiϕ with ϕ ∈ W 1,p by Theorem 1.1 and then connect
u to 1 via the homotopy eitϕ.

If s≥2, then sp≥2 and we can write u = eiϕ with ϕ ∈ W s,p ∩W 1,sp by Theorem 1.4’a).
We may then connect u to 1 via the homotopy eitϕ.]

OP10. Let Ω ⊂ RN be a smooth bounded domain with N ≥ 3. Assume 1 < p < ∞ and
s < 1− 1/p with 1 ≤ sp < N . Let

u ∈W s,p(Ω;S1)

and
Q = Ω× (0, 1).

Does there exist some
v ∈W s+1/p,p(Q;S1)
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such that
v|Ω×{0} = u ?

[Comment: This is the only problem about traces which is still open. All the other cases
have been covered in Section 1.5. We conjecture that the answer is negative and that one
may use the same example as in the problem of lifting, (see the proof of Theorem 1.3b)),
namely

u(x) = ei/|x|
α

with some appropriate α, so that u ∈W s,p. Suppose, by contradiction, that u is the trace
of some

v ∈W s+1/p,p(Q;S1).

Since 1 < (s+ 1/p), p < N + 1 = dim Q, this v need not have a lifting in W s+1/p,p (by
Theorem 1.3). However it is plausible ( as in OP3) that v admits a lifting ψ in W σ,p, for
some σ with 2/p ≤ σ < s+ 1/p. In that case ψ|Ω×{0} belongs to W σ−1/p,p. On the other
hand 1

2π (ψ(x)− 1
|x|α ) ∈ Z and since (σ − 1/p)p ≥ 1 we infer from Theorem 1.6 that

ψ(x) =
1
|x|α

+ Const. .

We could then derive a contradiction if 1
|x|α /∈ W σ−1/p,p, i.e. (α+ σ)p ≥ N + 1

]
.

OP11. Let Ω ⊂ RN be a smooth, bounded, simply connected domain with N ≥ 3. Is
Theorem 1.18 valid when s is not an integer?

OP12. Let Ω ⊂ R2 be a smooth bounded domain. Recall that C∞(Ω;S1) is not dense in
W s,p(Ω;S1) in the range 1 ≤ sp < 2, 0 < s <∞, 1 < p <∞ (see Theorem 1.17). However,
it is plausible that

R0 =
{
u ∈W s,p(Ω;S1);u is smooth except at a finite number of points

}
is dense in W s,p(Ω;S1). Here, the number and location of singular points is left free.

[Comment: R0 is known to be dense in W s,p in the following cases:

a) s = 1 and 1 ≤ p < 2; see Bethuel and Zheng [1]
b) s = 1− 1/p and 1 < p < 3; see Bethuel [3]
c) s = 1/2 and p = 2; see Riviere [2].]


