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Abstract. The main purpose of this paper is to establish the existence of
a solution of the semilinear Schrödinger equation

−∆u + V (x)u = f(u), in R
2

where V is a 1-periodic function with respect to x, 0 lies in a gap of the
spectrum of −∆ + V , and f(s) behaves like ± exp(αs2) when s → ±∞.
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1 Introduction

This paper has been motivated by some recent works concerning the existence of
a solution of the semilinear Schrödinger equation

−∆u + V (x)u = f(u), in R
N (1.1)
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where V is periodic with respect to x. First we would like to mention the progress
involving subcritical nonlinearities and the so-called definite case, i.e., when V (x)
is a positive potential bounded away from zero. Using the Nehari variational
principle, Pankov in [18] has proved an existence theorem for ground states, i.e.,
solutions having lowest energy among all nontrivial solutions. In [21], Rabinowitz
has obtained the existence of a nontrivial solution under less restrictive assump-
tions on f(s), based on an approximation technique with periodic functions. Coti
Zelati and Rabinowitz in [6] have proved the existence of infinitely many solutions.

In the indefinite case, the operator −∆ + V on L2(RN ) has a purely contin-
uous spectrum consisting of closed disjoint intervals. Supposing that 0 lies in a
gap of the spectrum of −∆ + V , Troestler and Willem [23], and Kryszewski and
Szulkin [15], have recently proved the existence of a nontrivial solution under the
assumption that the nonlinearity f(s) is superlinear and subcritical. Their proofs
are based on variational methods; in particular, after decomposing the space
H1(RN ) into two infinite-dimensional subspaces, a generalized linking theorem
is applied to the functional corresponding to equation (1.1). This approach has
been simplified by Pankov and Pflüger in [19] by using the approximation tech-
nique with periodic functions. Using this approach Chabrowski and Yang in [5]
have proved the existence of a nontrivial solution of the semilinear Schrödinger
equation

−∆u + V (x)u = |u|2∗−2u + g(u), for x ∈ R
N ;

u(x) → 0 as |x| → ∞,

where N ≥ 4, 2∗ = 2N/(N − 2) is the critical Sobolev exponent and the nonlin-
earity g(s) is superlinear and subcritical.

In this paper we consider the two dimensional case. To be more precise, we
deal with a semilinear elliptic problem of the form

−∆u + V (x)u = f(u), in R
2 (1.2)

where f(s) has the maximal growth in s which allows to treat the problem vari-
ationally in H1(R2), that is, the so-called Trudinger-Moser case. There are some
technical difficulties in proving existence results for such kind of problems. The
associated functional for such problems on H1(R2) is in general strongly indefinite
near the origin. Furthermore, it is not clear whether the Palais-Smale condition
holds, because of the unboundedness of the domain and the fact that the embed-
ding of the Sobolev space H1(R2) into spaces Lp(R2) (2 ≤ p < ∞) as well as
into the Orlicz space associated to the function φ(s) = exp(4πs2) − 1 is not com-
pact. Problems involving this notion of criticality have been investigated recently,
among others, in [4, 8, 9, 10], for semilinear elliptic equations, and in [1, 11, 12, 13]
for quasilinear equations. In this paper we show that the approximation technique
with periodic functions in combination with some of the ideas contained in [9] and
[12, 13] can be used to overcome the difficulties arising from lack of compactness
of the energy functional corresponding to equation (1.2).
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For easy reference we state now the assumptions that will be assumed in our
main result.

(A1) V ∈ C(R2, R) is a 1−periodic function in x1 and x2;

(A2) 0 is in a spectral gap of the operator −∆ + V ;

(A3) f ∈ C(R), and there exists µ > 2 such that

0 ≤ µF (s) := µ

∫ s

0
f(t)dt ≤ s f(s), ∀ s ∈ R,

and there exists µ1 > 0 and s1 ≥ 0 such that

0 < F (s) ≤ µ1|f(s)|, ∀ |s| > s1;

(A4) f has critical growth, namely there exists α0 > 0 such that

lim
|s|→∞

|f(s)|
exp(αs2)

= +∞, ∀ α < α0, and lim
|s|→∞

f(s)
exp(αs2)

= 0, ∀ α > α0

(A5) for every M > 0 there exists sM > 0 such that

s f(s) ≥ M exp(α0s
2) for |s| ≥ sM .

(A6) f(s) = o(|s|), for s near 0.

Example 1.1 The function f(s) = sign(s)(es2 − 1) satisfies assumptions
(A3)−(A5), with α0 = 1; for the proof, see Propostion 3.4 below.

The main result of this paper is the following

Theorem 1.2 Under assumptions (A1) − (A6) there exists a nontrivial solution
u ∈ H1(R2) of (1.2).

The underlying idea for proving Theorem 1.2 is to show that for each k ∈ N

sufficiently large, there is a nontrivial solution uk of (1.2) which is k−periodic in
x1 and x2. The existence of uk and some estimates will be proved in Section 2
and will follow from a version of the so-called generalized mountain-pass theorem
without the Palais-Smale condition. This abstract minimax result is a consequence
of the Ekeland variational principle. In Section 3, using further estimates we show
that as k → ∞, a subsequence of uk converges to a solution u of (1.2). Finally,
additional arguments prove that u is nontrivial.
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2 Approximation by a periodic problem

2.1 The periodic problem

We shall start by recalling an abstract minimax result which is a consequence of
the Ekeland variational principle (see [7]).

Theorem 2.1 Let X = Y ⊕ Z be a Banach space with dim Y < ∞. Let e ∈
∂B1(0) ∩ Z be fixed and let ρ < R be given positive real numbers. Let

D = {u = y + re : ‖y‖ ≤ R, 0 < r < R}.

Let I : X → R be a C1 functional such that

b = inf
Z∩∂Bρ

I > max
∂D

I = a.

Then there exists a Palais-Smale sequence, that is, (un) in X such that

I(un) → c > −∞ and I ′(un) → 0,

with

c = inf
γ∈Γ

max
u∈D

I(γ(u))

where

Γ = {γ ∈ C(D, X) : γ(u) = u, u ∈ ∂D}.

With the help of the above theorem we prove the existence of solutions of
the problem:

−∆u + V (x)u = f(u), in Qk, u ∈ Ek := H1
per(Qk), (Pk)

where Qk ⊂ R
2 is a cube with edge length k ∈ N and H1

per(Qk) denotes the space
of H1(Qk)−functions which are k−periodic in x1 and x2.

It is known that the operator −∆ + V on L2
per(Qk) has a discrete spectrum

with eigenvalues λk,1 ≤ λk,2 ≤ · · · ≤ λk,i ≤ . . . diverging to +∞ as i → ∞.
Moreover, for each k, every eigenvalue λk,i is contained in the spectrum of −∆+V
in the whole space L2(R2) and the following minima

γ(k) = min{i : λk,i > 0} (2.3)

are finite. This follows from spectral decomposition, for details see [22]. In par-
ticular, it follows that if (−a, b), a, b > 0, denotes the spectral gap around 0,
assumed in (A2), then λk,i /∈ (−a, b) for every k, i ∈ N. We denote by φk,i the
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corresponding eigenfunctions. Notice that Ek ⊂ Emk for all m ∈ N, because of
the periodicity. Consequently, every eigenvalue of L = −∆ + V on L2

per(Qk) is
also an eigenvalue of this operator in L2

per(Qmk) for all m ∈ N. We define an
orthogonal decomposition of Ek by

Ek = Yk ⊕ Zk, where Yk = span{φk,1, . . . , φk,γ(k)−1}.

The solutions of problem (Pk) will be found as critical points of the energy func-
tional given by

Jk(u) =
1
2

∫
Qk

(|∇u|2 + V (x)u2)dx −
∫

Qk

F (u)dx, u ∈ Ek.

By �k : Ek → R we denote the quadratic part of the energy functional Jk, that is,

�k(u) =
1
2

∫
Qk

(|∇u|2 + V (x)u2)dx.

Notice that the quadratic part �k is positive on Zk and negative on Yk. Also we
define a new scalar product (·, ·)k on Ek with corresponding norm ‖ · ‖k such that∫

Qk

(|∇u|2 + V (x)u2)dx =

{−‖u‖2
k if u ∈ Yk,

‖u‖2
k if u ∈ Zk.

Denoting by Sk : Ek → Yk and Tk : Ek → Zk the orthogonal projections, the
energy functional Jk(u) becomes

Jk(u) =
1
2
(‖ Tku ‖2

k − ‖ Sku ‖2
k) −

∫
Qk

F (u)dx, u ∈ Ek.

By the assumptions (A1) and (A4), the functional Jk is a well defined C1(Ek)
functional with Fréchet derivative given by

〈J ′
k(u), v〉 = (Tku, v)k − (Sku, v)k −

∫
Qk

f(u)vdx, u ∈ Ek.

These statements are standard (see e.g. [6], [20]), taking into account that for
any strongly convergent sequence (un) ⊂ Ek there is a subsequence (unj ) and
h ∈ Ek such that |unj (x)| ≤ h(x) almost every where in R

2, and the following
Trudinger-Moser type inequality, see [4, 13].

Lemma 2.2 If u ∈ H1(R2) and α > 0, then∫
R2

[exp(αu2) − 1]dx < ∞.

Moreover, if ‖∇u‖L2 ≤ 1, ‖u‖L2 ≤ M and α < 4π, then there exists a constant
C = C(α, M), which depends only on α and M , such that∫

R2
[exp(αu2) − 1]dx ≤ C.
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For the proof of the next result we refer to Lemma 2 in [19].

Lemma 2.3 The norm ‖·‖k is equivalent to the standard norm ‖·‖H1 in H1(Qk),

a‖u‖k ≤ ‖u‖H1 ≤ b‖u‖k, ∀u ∈ Ek,

where a and b are positive constants independent of k.

2.2 Behavior of Jk near the origin

We first study the behavior of the functional Jk near the origin in Zk.

Lemma 2.4 There exist constants ρ > 0 and σ > 0 independent of k such that
infu∈Nk

Jk(u) ≥ σ, where Nk = {z ∈ Zk : ‖z‖k = ρ}.

Proof. Let z ∈ Zk, then

Jk(z) =
1
2
‖z‖2

k −
∫

Qk

F (u)dx.

Assumptions (A6) implies that F (s) = o(|s|2) for s near 0, and using (A4), we have
that for every ε > 0, β > α0 and q > 2 there exists a constant C1 = C1(ε, β, q) > 0
such that

F (s) ≤ εs2 + C1|s|q[exp(βs2) − 1], ∀ s ∈ R. (2.4)

To proceed further we make use of the following inequality (to be proved later).

Claim 2.5 There exist constants ρ0 > 0 and C2 > 0 independent of k such that∫
Qk

|u|q[exp(βu2) − 1]dx ≤ C2‖u‖q
H1(Qk), (2.5)

for all u ∈ H1(Qk) with ‖u‖H1(Qk) ≤ ρ0.

Thus, applying Lemma 2.3, (2.4)–(2.5) and the Sobolev embedding theorem,∫
Qk

F (z)dx ≤ C3(ε‖z‖2
k + C4‖z‖q

k),

for some positive constants C3 and C4 independent of k. Consequently

Jk(z) ≥ 1
2
‖z‖2

k − C3(ε‖z‖2
k + C4‖z‖q

k).

Choosing ε > 0 and ρ > 0 sufficiently small, the result follows.
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Verification of Claim 2.5: we may assume that u ≥ 0, since we can replace
u by |u| without causing any increase in the integral of the gradient. We shall use
Schwarz symmetrization method (cf. [14]). Let u∗ be the symmetrization of u,
then it is well known that u∗ depends only on |x| and u∗ is a decreasing function
of |x|. Furthermore, for all u ∈ H1(Qk), we have Rk > 0 such that |Qk| = |BRk

|,
and ∫

Qk

|u|rdx =
∫

BRk

|u∗|rdx, for 1 < r < ∞,

∫
Qk

|∇u|2dx ≥
∫

BRk

|∇u∗|2dx,

∫
Qk

|u|q[exp(βu2) − 1]dx =
∫

BRk

|u∗|q[exp(βu∗2) − 1]dx.

Next, we use a continuous radial extension P : H1
rad(BRk

) → H1
rad(R2), such that

for all v ∈ H1
rad(BRk

),

1. Pv|BRk
= v;

2. ‖Pv‖L2(R2) ≤ c‖v‖L2(BRk
);

3. ‖Pv‖H1(R2) ≤ c‖v‖H1(BRk
),

where c > 0 does not depend on k. The construction of P can be done as follows:
noting that d := min[0,Rk] u

∗(r) = u∗(Rk), we continue u∗(r) by d(Rk + 1 − r) on
[Rk, Rk +1], and then by zero on [Rk +1, +∞). Easy calculations yield the stated
properties.

Thus, we have∫
Qk

|u|q[exp(βu2) − 1]dx =
∫

BRk

|u∗|q[exp(β|u∗|2) − 1]dx

≤
∫

R2
|Pu∗|q[exp(β|Pu∗|2) − 1]dx

≤
∫

{|x|≤R0}
|u∗|q exp(β|u∗|2)dx +

∫
{|x|>R0}

|Pu∗|q[exp(β|Pu∗|2) − 1]dx

(2.6)

where 0 < R0 < Rk is a number to be determined later. Using the Hölder
inequality, we estimate the first term as

∫
BR0

|u∗|q exp(β|u∗|2)dx ≤
(∫

BR0

exp(rβ|u∗|2)dx

)1/r (∫
BR0

|u∗|qsdx

)1/s

,
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where 1/r + 1/s = 1 with s such that qs = 2∗. Let v(x) = u∗(x) − u∗(R0); then
v ∈ H1

0 (BR0) and we can estimate∫
BR0

|∇v|2dx =
∫

BR0

|∇u∗|2dx ≤
∫

BRk

|∇u∗|2dx ≤
∫

Qk

|∇u|2dx ≤ ‖u‖2
H1(Qk).

If we now take

‖u‖2
H1(Qk) ≤ ρ1 with rβρ1 ≤ 2π, (2.7)

then∫
BR0

exp(rβ|u∗|2)dx ≤ exp(2rβ|u∗(R0)|2)
∫

BR0

exp(2rβv2)dx

≤ exp(2rβ|u∗(R0)|2)
∫

BR0

exp
(

2rβρ1
v2

‖∇v‖2
L2

)
dx

≤ C(R0),

in view of the Trudinger-Moser inequality, cf. [17].
Thus, using the continuous imbedding H1(R2) ↪→ Lqs(R2), we get∫

BR0

|u∗|q exp(β|u∗|2)dx ≤ C(R0)‖u‖q
H1(Qk), (2.8)

where C(R0) > 0 does not depend on k.

To estimate the second term in (2.6) we use the following Radial Lemma
(cf. [3, Lemma A.IV.])

|Pu∗(x)| ≤ ‖Pu∗‖L2(R2)√
π|x| , for x �= 0. (2.9)

Writing∫
{|x|≥R0}

|Pu∗|q(exp(β|Pu∗|2) − 1)dx =
∞∑

k=1

∫
{|x|≥R0}

|Pu∗|q βk|Pu∗|2k

k!
dx

we can estimate the single terms by (2.9) and Hölder∫
{|x|≥R0}

|Pu∗|q|Pu∗|2kdx

≤
(‖Pu∗‖L2(R2)√

π

)2k ∫
|x|≥R0

|Pu∗|q
|x|2k

dx

≤
(‖Pu∗‖L2(R2)√

π

)2k
(∫

|x|≥R0

1
|x|2kr

dx

) 1
r

‖Pu∗‖q
Lsq(R2)

≤
(

π

rk − 1

)1/r
(

‖Pu∗‖L2(R2)√
πR

1−1/rk
0

)2k

‖Pu∗‖q
Lsq(R2) (2.10)
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We have ‖Pu∗‖2
L2(R2) ≤ c1‖u∗‖2

L2(BRk
) = c1‖u‖2

L2(Qk) ≤ c2‖u‖2
H1(Qk) ≤ c2 ρ1,

where ρ1 is as in (2.7). Hence, choosing R0 > 1 such that R
1−1/rk
0 ≥ c ρ1/

√
π,

∀ k ≥ 1, the last expression in (2.10) is bounded by

C ‖Pu∗‖q
H1(Qk) with C independent of k

Hence ∫
{|x|≥R0}

|Pu∗|q[exp(β|Pu∗|2) − 1]dx ≤ C‖u‖q
H1(Qk). (2.11)

Finally, from estimates (2.8) and (2.11) we complete the proof of the claim. �

2.3 Behavior of Jk near infinity

Lemma 2.6 Let Y be a finite dimensional subspace of Ek. Then Jk is bounded
above in Y , and moreover, given m > 0 there is an R > 0 such that

Jk(u) ≤ −m, ∀ u ∈ Y with ‖u‖ ≥ R.

Proof. By assumption (A3) it follows that there exists a positive constant c such
that

F (s) ≥ c |s|µ, µ > 2, ∀ (x, s) ∈ Qk × R.

Thus, given u ∈ Y − {0}, for all t ≥ 0,

Jk(tu) ≤ t2�k(u) − c tµ‖u‖µ
Lµ + d1,

which implies that Jk(tu) → −∞ as t → +∞. From this fact together with
compactness we deduce easily the result. �

2.4 Uniform bound of the minimax-levels

In the following Lemma we set L2
k := L2(Qk) and W 2,2

k := W 2,2(Qk). Then we
have

Lemma 2.7 There exists a constant C > 0 (independent of k), such that

‖y‖k ≤ C‖y‖L2
k
, ∀ y ∈ Yk (2.12)

and

‖y‖∞ ≤ C‖y‖L2
k
, ∀ y ∈ Yk (2.13)
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Proof. First note that there exists a constant c (independent of k) such that

‖y‖∞ ≤ c‖y‖W 2,2
k

and ‖y‖k ≤ c‖y‖W 2,2
k

.

Next, note that there exists a constant c1 (independent of k) such that

‖y‖W 2,2
k

≤ c1‖ − ∆y + y‖L2
k

Finally, we show that there exists a constant c2 (independent of k) such that

‖ − ∆y + y‖L2
k

≤ c2‖y‖L2
k
.

Let φk,i denote as before the normalized eigenvectors of L = −∆+V on Ek; note
that for 0 ≤ i ≤ γk − 1 the corresponding eigenvalues λk,i satisfy σ0 ≤ λk,i ≤ −a,
where σ0 = min Σ (the spectrum of −∆ + V (x) on H1(R2)) and −a the lower
bound of the spectral gap around 0 of −∆ + V (x). Thus, we have

‖ − ∆y + V (x)y‖2
L2

k
=

∥∥∥∥∥
γk−1∑
i=1

αk,iλk,iφk,i

∥∥∥∥∥
2

L2
k

=
γk−1∑
i=1

λ2
k,iα

2
k,i ≤ max

1≤i≤γk−1
|λk,i|2

∑
α2

k,i

≤ c ‖y‖2
L2

k
, ∀ y ∈ Yk. (2.14)

Finally, we have

‖ − ∆y + y‖L2
k

− ‖V (x)y + y‖L2
k

≤ ‖ − ∆y + V (x)y‖L2
k

≤ c ‖y‖L2
k

(2.15)

which yields

‖ − ∆y + y‖L2
k

≤ c ‖y‖L2
k

+ ‖V (x)y + y‖L2
k

≤ (c + |V |∞ + 1)‖y‖L2
k

≤ c2‖y‖L2
k

(2.16)
�

In order to prove the linking condition required by Theorem 2.1, we consider
the following sequence of nonnegative functions

ωn(x) =
1√
2π


(log n)1/2 if |x| ≤ 1/n
log 1

|x|
/
(log n)1/2 if 1/n ≤ |x| ≤ 1

0 if |x| ≥ 1
(2.17)

Notice that ωn ∈ H1(R2), suppωn ⊂ B1(0), ‖∇ωn‖L2 = 1 and ‖ωn‖L2 =
O(1/(log n)1/2) as n → ∞. Hereafter, without loss of generality, we suppose
that B2(0) ⊂ Qk for k suitably large.

From the next lemma we see that the orthogonal projection Tk of ωn onto
Zk is a nontrivial map for all n sufficiently large.
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Lemma 2.8 ‖Tkωn‖2
k = 1 + O( 1

log n ), for all k and all n.

Proof. Let L = −∆ + V on Ek. We have by (2.14)

‖Skωn‖2
k = |(ωn, LSkωn)L2

k
| ≤ c ‖ωn‖L2

k
‖L Skωn‖L2

k

≤ c ‖ωn‖L2
k
‖Skωn‖L2

k
≤ c ‖ωn‖2

L2
k
, (2.18)

and thus

‖Skωn‖2
k ≤ c ‖ωn‖2

L2
k

≤ c

log n
. (2.19)

Therefore

1 + O

(
1

log n

)
=
∫

|∇ωn|2 + V (x)ω2
n = ‖Tkωn‖2

k − ‖Skωn‖2
k

= ‖Tkωn‖2
k + O

(
1

log n

)
, (2.20)

and the result follows. �

Let ωk
n := Tkωn

‖Tkωn‖k
, and define for n ≥ n0 the sets

Qk(n) = {v + sωk
n : v ∈ Yk, ‖v‖ ≤ n, 0 ≤ s ≤ n} (2.21)

We prove

Lemma 2.9 Let k → ∞; then there exists n0 > 0 such that for all n ≥ n0

lim
k→∞

max{Jk(u) : u ∈ Qk(n)} <
2π

α0
.

Proof. Assume by contradiction that this is not the case. Thus there exists a
sequence n → ∞ such that

lim
k→∞

max{Jk(u) : u ∈ Qk(n)} ≥ 2π

α0
.

and hence there exists δk(n) → 0+ as k → ∞, with

max{Jk(u) : u ∈ Qk(n)} ≥ 2π

α0
− δk

For each k, let uk
n = vk

n + tknωk
n be the point where this maximum is achieved. So,

1
2
(|tkn|2 − ‖vk

n‖2
k) −

∫
Qk

F (un)dx ≥ 2π

α0
− δk
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which together with (A3) implies that

|tkn|2 ≥ 4π

α0
+ ‖vk

n‖2
k − δk (2.22)

By Lemma 2.7 there exists a number d (independent of k) such that

d ‖vk
n‖k ≥ |vk

n|∞ (2.23)

and hence by (2.22)

d |tkn| ≥ |vk
n|∞ (2.24)

Since 〈(Jk|Yk⊕Rωk
n
)′(uk

n), uk
n〉 = 0 we get

|tkn|2 − ‖vk
n‖2

k −
∫

Qk

f(uk
n)uk

n = 0 (2.25)

which implies

|tkn|2 ≥
∫

Qk

f(uk
n)uk

n. (2.26)

By (2.17) and Lemma 2.8 we have for x ∈ B1/n(0), setting Mn = 1√
2π

√
log n

1
Mn

ωk
n(x) =

1
Mn

Tkωn(x)
‖Tkωn‖k

=
1

‖Tkωn‖k
− 1

Mn

Skωn(x)
‖Tkωn‖k

≥ 1 − c

log n
. (2.27)

Using (2.24) and (2.27) we can now estimate uk
n(x) as follows, for large n and

x ∈ B1/n(0),

uk
n(x) = tknMn

[
vk

n(x)
tknMn

+
ωk

n(x)
Mn

]
≥ tknMn

[
−|vk

n|∞
tknMn

+ 1 − c

log n

]
≥ tknMn

[
− d

Mn
+ 1 − c

log n

]
(2.28)

Then

uk
n(x) ≥ tknMn[1 − ε(n)] with ε(n) :=

d

Mn
+

c

log n
→ 0.

By (A5) it follows that there exists s1 > 0 such that f(s)s ≥ eα0s2
, ∀s ≥ s1. So

from (2.25) we obtain, for large k and any n ≥ n0

|tkn|2 ≥
∫

Br/n(0)
exp[α0(1 − ε(n))2|tkn|2M2

n]dx (2.29)

= π
r2

n2 exp[α0(1 − ε(n))2|tkn|2M2
n]

≥ πr2 exp
[
2 log n

(
α0(1 − ε(n))2

|tkn|2
4π

− 1
)]
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from which follows that tkn is bounded in k, for all n ≥ n0. Assume that tkn → t0n.
From the last estimate we conclude that |t0n|2 ≤ 4π

α0

1
(1−ε(n))2 . This, in conjunction

with (2.22), implies that

4π

α0

1
(1 − ε(n))2

≥ t20 ≥ 4π

α0
− δk.

We now improve the estimate (2.28):

Claim: There exists some c > 1 such that

bk
n :=

|vk
n|∞

tknMn
≤ c

log n
+
√

δk (2.30)

If the claim were not true, then we would have by the second line of (2.28)

uk
n(x) ≥ tknMn

[
−|vk

n|∞
tknMn

+ 1 − c

log n

]
≥ tknMn

[
1 − 2bk

n

]
(2.31)

Instead of (2.29) we can now write

|tkn|2 ≥ π
r2

n2 exp[α0|tkn|2M2
n(1 − 2bk

n)2] (2.32)

≥ πr2 exp
[[

|tkn|2 α0

4π
(1 − 4bk

n) − 1
]
2 log n

]
(2.33)

We now consider two cases:

Case 1: |tkn|2 > 4π
α0

+ 20π
α0

bk
n. Then

|tkn|2 α0

4π
(1 − 4bk

n) − 1 ≥
(

4π

α0
+

20π

α0
bk
n

)
α0

4π
(1 − 4bk

n) − 1

= 1 + bk
n − 20|bk

n|2 − 1 ≥ 1
2
bk
n

for n sufficiently large such that 20bk
n ≤ 1/2, which implies by (2.32) that

|tkn|2 ≥ πr2 exp[bk
n log n]

and hence bk
n ≤ c

log n , i.e., the claim (2.30).
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Case 2: |tkn|2 ≤ 4π
α0

+ 20π
α0

bk
n. Then we obtain together with (2.22)

−δk +
4π

α0
+ ‖vk

n‖2
k ≤ |tkn|2 ≤ 4π

α0
+

c|vk
n|∞

Mn
=

4π

α0
+

c|vk
n|∞√

log n

and hence by (2.23)

−δk +
1
d2 |vk

n|2∞ ≤ c|vk
n|∞√

log n

i.e.,

|vk
n|∞ ≤ c d2

√
log n

+
√

δk (2.34)

Thus, the claim (2.30) is proved.
Using (2.30), the estimate (2.28) can now be improved: for x ∈ B1/n(0) we

have by (2.22)

|uk
n|2(x) ≥ |tkn|2M2

n

[
1 − c

log n
−
√

δk

]2
≥ 2

α0
log n − d − c

√
δk log n, (2.35)

and thus, for k(n) sufficiently large

|uk(n)
n |2(x) ≥ 2

α0
log n − (d + 1).

By (A5) we may choose a number n1 ≥ n0 such that

f(s) s e−α0s2 ≥ β := ed+1 8
α0

for s ≥ s1.

Finally, we estimate more precisely (2.26): Let n1 such that 2
α0

log n1d(d+1) ≥ s2
1;

then, for n ≥ n1, using (2.35), we get

|tkn|2 ≥ β

∫
B1/n(0)

eα0|uk
n|2dx (2.36)

≥ βe−d−1
∫

B1/n(0)
e2 log ndx = βe−d−1π

=
8π

α0
.

But this contradicts
lim

k→∞
|tkn|2 ≤ 4π

α0

1
1 − ε(n)

,

for n sufficiently large. Thus, Lemma 2.9 is proved. �
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2.5 Palais-Smale sequences

In view of Lemmas 2.4, 2.6 and 2.9, we can apply Theorem 2.1 to obtain a Palais-
Smale sequence (uk

m) ⊂ Ek, i.e., satisfying

J(uk
m) =

1
2

∫
Qk

[| ∇uk
m |2 +V (x)(uk

m)2]dx −
∫

Qk

F (uk
m)dx → ck, (2.37)

where

ck = inf
γ∈Γk

max
u∈Qk(n)

I(γ(u)) ∈ [σ, 2π/α0 − δ),

and

|〈J ′(uk
m), φ〉| =

∣∣∣∣∫
Qk

[∇uk
m∇φ + V (x)uk

mφ
]
dx −

∫
Qk

f(uk
m)φdx

∣∣∣∣ (2.38)

≤ εm‖φ‖k, ∀ φ ∈ Ek,

with εm → 0 as m → ∞; we recall that Qk(n) is given in (2.21).

Proposition 2.10 There is a positive constant C independent of k and m such
that ‖uk

m‖k ≤ C.

Proof. Setting φ = uk
m in (2.38) we get∣∣∣∣‖Tkuk

m‖2
k − ‖Skuk

m‖2
k −

∫
Qk

f(uk
m)uk

mdx

∣∣∣∣ ≤ εm‖uk
m‖k, (2.39)

while (2.37) can be written as

‖Tkuk
m‖2

k − ‖Skuk
m‖2

k − 2
∫

Qk

F (uk
m)dx = 2ck + δk

m, (2.40)

with δk
m → 0 as m → +∞. From (2.39) and (2.40) we get∣∣∣∣2∫

Qk

F (uk
m)dx −

∫
Qk

f(uk
m)uk

mdx

∣∣∣∣ ≤ 2ck + δk
m + εm‖uk

m‖k,

which yields, using assumption (A3)∣∣∣∣∫
Qk

f(uk
m)uk

mdx − 2
µ

∫
Qk

f(uk
m)uk

mdx

∣∣∣∣ ≤ 2ck + δk
m + εm‖uk

m‖k.

Thus, we have∫
Qk

f(uk
m)uk

mdx ≤ µ

µ − 2
[
2ck + δk

m + εm‖uk
m‖k

] ≤ c + εm‖uk
m‖k (2.41)
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Setting φ = Tkuk
m we get by (2.38)

‖Tkuk
m‖2

k ≤
∫

Qk

|f(uk
m)||Tkuk

m|dx + εm‖Tkuk
m‖k.

and by setting yk = Tkuk
m

‖Tkuk
m‖ we obtain

‖Tkuk
m‖k ≤

∫
Qk

c |f(uk
m)||yk| + εm. (2.42)

We now rely on the following inequality �

Lemma 2.11

t s ≤
{

(et2 − 1) + s (log+ s)1/2, for all t ≥ 0 and s ≥ e1/4

(et2 − 1) + 1
4s2, for all t ≥ 0 and 0 ≤ s ≤ e1/4

Proof. For s > 0 given, consider maxt≥0{ts−(et2 −1)}. Let ts denote the (unique)
point where the maximum is attained. Then s = 2tse

t2s . Consider the following
cases:

ts ≥ 1
2 : then s ≥ et2s , which implies (log+ s)1/2 ≥ ts. Thus

max
t≥0

{ts − (et2 − 1)} = tss − (et2s − 1) ≤ tss ≤ (log+ s)1/2 s

0 ≤ ts ≤ 1
2 and s ≥ e1/4: then tss ≤ s

2 and s
2 ≤ s(log+ s)1/2 iff s ≥ e1/4. Hence,

the first inequality is proved.

The second inequality holds in fact always (without restrictions on s): indeed,

ts ≤ t2 +
1
4
s2 ≤ (et2 − 1) +

1
4
s2

Hence, the Lemma is proved. �

We now continue with the estimate of (2.42). Note that by assumption (A4),
for β > α0 there exists a constant c > 0 such that |f(r)| ≤ ceβr2

, for all r ∈ R.
Hence, we can estimate (2.42) by using the above inequality with t = |yk(x)| and
s = | 1cf(uk

m(x))|:
∫

Qk

|f(uk
m)||yk| ≤ c

∫
Qk

(ey2
k − 1) + c

∫
Qk

1
c
|f(uk

m)|
[
log+

(
1
c
|f(uk

m)|
)]1/2

+
c

4

∫
Qk∩{x:|f(uk

m)|≤e1/4}

1
c2 [f(uk

m)]2
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The first term on the right is uniformly bounded, arguing as in (2.5). For the
second term, we have[

log+
(

1
c
|f(uk

m)|
)]1/2

≤ [log(eβ(uk
m)2)]1/2 = |um

k |
√

β (2.43)

For estimating the third term, we use that by (A6) there exist constants c and
s0 > 0 such that |f(s)| ≤ c|s| for |s| ≤ s0, and hence

|f(s)|2 ≤ cf(s)s, for {s ∈ R : |s| ≤ s0 and |f(s)| ≤ e1/4},

while for |s| > s0

|f(s)|2 ≤ e1/4

s0
f(s)s, for {s ∈ R : |s| > s0 and |f(s)| ≤ e1/4}.

Hence the third term can be estimated as

c

4

∫
Qk∩{x:|f(uk

m)|≤e1/4}

1
c2 [f(uk

m)]2 ≤ d

∫
Qk

f(uk
m)uk

m. (2.44)

So, the estimate (2.42) becomes, joining (2.43), (2.43) and (2.44),

‖Tkuk
m‖k ≤

∫
Qk

f(uk
m) yk + εm ≤ c + εm‖uk

m‖k + εm. (2.45)

Repeating now the same argument as for (2.42), by setting φ = Skuk
m and zk =

Skuk
m/‖Skuk

m‖ we have

‖Skuk
m‖k ≤

∫
Qk

f(uk
m) zk + εm, (2.46)

and then arguing as above

‖Skuk
m‖k ≤

∫
Qk

f(uk
m)zk + εm ≤ c + εm‖uk

m‖k + εm. (2.47)

Joining the estimates (2.45) and (2.47) we finally obtain

‖uk
m‖k ≤ C,

where C is a constant independent of k.
�
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Next, we show:

Proposition 2.12 The Palais-Smale sequence (uk
m) contains a subsequence, still

denoted by (uk
m), which converges to a nontrivial critical point uk of Jk with

J(uk) = ck.

Proof. By Proposition 2.10 we may assume that

uk
m ⇀ uk in Ek

uk
m → uk in Lq(Qk), ∀ q ≥ 1

uk
m(x) → uk(x) a.e. in Qk (2.48)

We now use the following result; for the proof we refer to Lemma 2.1 in [9].

Lemma 2.13 f(uk
m) → f(uk) in L1(Qk).

First, we prove that uk is a critical pont of Jk. It follows from assumption
(A3) and Lemma 2.13, using the generalized Lebesgue dominated convergence
theorem, that also F (uk

m) → F (uk) in L1(Qk). This fact together with (2.37) and
(2.48) imply that

lim
m→∞

∫
Qk

|∇uk
m|2dx = −

∫
Qk

V (x)(uk)2dx + 2ck + 2
∫

Qk

F (uk)dx (2.49)

Also, it follows from Lemma 2.13 and (2.38) that∫
Qk

(∇uk∇φ + V (x)ukφ)dx =
∫

Qk

f(uk)φdx, ∀φ ∈ Ek.

Hence uk is a critical point of Jk.

Next, we prove that uk is nontrivial. Assume for the sake of contradiction
that uk ≡ 0. From (2.49) we get

lim
m→∞

∫
Qk

|∇uk
m|2dx = 2ck. (2.50)

Using this, and that ck < 2π/α0, we can choose q > 1 sufficiently close to 1
and β > α0 sufficiently close to α0 such that qβ‖∇uk

m‖2
L2 < 4π. Hence, from

assumption (A4) and using the Trudinger-Moser inequality, we obtain∫
Qk

|f(uk
m)|qdx ≤ C

∫
Qk

exp(qβ(uk
m)2)dx ≤ C.

Now, using this estimate, from (2.38) with φ = uk
m we have

lim
m→∞

∫
Qk

|∇uk
m|2dx = 0.
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But this contradicts (2.50), since ck > 0. Consequently uk is a nontrivial critical
point of Jk.

Finally, we prove that Jk(uk) = ck. We argue by contradiction, assuming
that Jk(uk) < ck; this implies that∫

Qk

|∇uk|2dx <

[
2ck + 2

∫
Qk

F (uk)dx −
∫

Qk

V (x)(uk)2dx

]
. (2.51)

Let

vk
m =

uk
m

‖∇uk
m‖L2(Qk)

and

vk =
uk

[2ck + 2
∫

Qk
F (uk)dx − ∫

Qk
V (x)|uk|2dx]1/2 .

Since vk
m ⇀ vk �= 0 in H1(Qk) and ‖∇vk‖L2(Qk) < 1, it follows by a result of P.-L.

Lions [16] (see also [2]) that

sup
∫

Qk

exp(p |vk
m|2)dx < ∞, ∀ p <

4π

1 − ‖∇vk‖2
L2(Qk)

.

Notice that since Jk(uk) > 0 and ck < 2π/α0 we have

α0

2π
<

1
ck − Jk(uk)

,

which implies that we may choose q > 1 and β > α0 such that for some δ > 0 and
εm → 0

qβ‖∇uk
m‖2

L2(Qk) ≤ 2π

ck − Jk(uk)
‖∇uk

m‖2
L2(Qk) − δ

= 4π
[ck +

∫
Qk

F (uk
m)dx − 1

2

∫
Qk

V (x)|uk
m|2dx] + εm

ck − Jk(uk)
− δ

≤ 4π
[ck +

∫
Qk

F (uk)dx − 1
2

∫
Qk

V (x)|uk|2dx]

ck − Jk(uk)
− δ

2

for m sufficiently large. Now note that

ck +
∫

Qk
F (uk)dx − 1

2

∫
Qk

V (x)|uk|2dx

ck − Jk(uk)
=

1
1 − ‖∇vk‖2

L2(Qk)
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since

(1 − ‖∇vk‖2
L2(Qk))

[
ck +

∫
Qk

F (uk)dx − 1
2

∫
Qk

V (x)|uk|2dx

]
= ck − Jk(uk) +

1
2
‖∇uk‖2

L2(Qk)

− ‖∇vk‖2
L2(Qk)

[
ck +

∫
Qk

F (uk)dx − 1
2

∫
Qk

V (x)|uk|2dx

]
= ck − Jk(uk) +

1
2
‖∇uk‖2

L2(Qk) − ‖∇vk‖2
L2(Qk)

1
2‖∇uk‖2

L2(Qk)

‖∇vk‖2
L2(Qk)

.

Thus, we have shown that

qβ‖∇uk
m‖2

L2(Qk) ≤ 4π

1 − ‖∇vk‖2
L2(Qk)

− δ

2
.

By assumption (A4) there exists a constant c such that∫
Qk

|f(uk
m)|q ≤ c

∫
Qk

eqβ|uk
m|2 = c

∫
Qk

eqβ‖∇uk
m‖2

L2 |vk
m|2 ,

and the last integral is bounded by the above considerations, and hence the Lq

norm of f(uk
m) is bounded. Setting φ = uk

m in (2.38), and concluding by Hölder
and the above estimate that

∫
Qk

f(uk
m)uk

m → 0, we get

lim
m→∞ ‖∇uk

m‖L2(Qk) = ‖∇uk‖L2(Qk), and hence uk
m → uk in Ek.

This is impossible in view of (2.49) and (2.51). �

3 Proof of the Theorem

We have proved in the last section that for every k suitably large, we have that
uk ∈ Ek is a critical point of Jk with

Jk(uk) = ck ∈ (σ, 2π/α0 − δ) and ‖uk‖k ≤ C.

So, up to subsequence, we can assume that

uk ⇀ u in H1
loc(R

2), uk(x) → u(x) a.e. in R
2.

For fixed φ ∈ C∞
0 (R2), we can take k suitably large such that the support of φ is

contained in Qk and so∫
R2

∇uk∇φ + V (x)ukφ =
∫

R2
f(uk)φ. (3.52)
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Now, using again Lemma 2.1 in [9], we have that for any fixed bounded domain
Ω of R

2,

f(uk) → f(u) in L1(Ω) as k → ∞. (3.53)

Thus, taking the limit in (3.52) with Ω = supp(φ), we see that u is a weak
solution of problem (1.2). Moreover, since ‖uk‖k ≤ C for all k ∈ N, we conclude
that u ∈ H1(R2) and u is a critical point of the C1−functional J : H1(R2) → R

given by

J(u) =
1
2

∫
R2

(| ∇u |2 +V (x)u2)dx −
∫

R2
F (u)dx

at level c = limk→∞ ck (taking a subsequence). Thus, from Lemma 2.9, we see
that c < 2π/α0.

If u is nontrivial we have finished. Next, we prove that there exists a non-
trivial solution. To this end we make use of the following result (to be proved
later).

Proposition 3.1 There are constants r, η > 0 and a sequence of vectors ξk ∈ R
2

such that

lim inf
k→∞

∫
Kr(ξk)

|uk|2 dx ≥ η, (3.54)

where Kr(ξ) is the closed cube with edge length r centered a the point ξ.

Using Proposition 3.1, we can find a sequence of integer vectors bk ∈ Z
2 and

a positive number r1 such that the sequence ũk(x), defined by ũk(x) = uk(x+bk),
satisfies ∫

Kr1 (0)
|ũk|2 dx ≥ η/2. (3.55)

Since V (x) and f(s) are 1−periodic functions in x1 and x2, by an easy computation
we obtain

‖uk‖k = ‖ũk‖k, Jk(uk) = Jk(ũk) and J ′
k(ũk) = 0.

Then,

ũk ⇀ ũ in H1
loc(R

2), ũk(x) → ũ(x) a.e. in R
2

and, as before, it follows that ũ is a weak solution of problem (1.2). Furthermore,
ũ is nontrivial in view of (3.55) and the Sobolev embedding Theorem.

Before proving Proposition 3.1 we state the following auxiliary result whose
proof can be found in [19].
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Lemma 3.2 Let Qn be the cube of edge length ln → ∞ as n → ∞ centered at
the origin, and Kr(ξ) as in Proposition 3.1. Let (un) ⊂ H1

loc(R
N ) be a sequence

of ln−periodic functions such that ‖un‖H1(Qn) ≤ c for some constant independent
of n. Suppose that there is r > 0 such that

lim inf
n→∞

(
sup

ξ

∫
Kr(ξ)

|un|2 dx

)
= 0. (3.56)

Then

lim
n→+∞ ‖un‖Lq(Qn) = 0, ∀ q ∈ (2,∞).

Proof of Proposition 3.1: Suppose that (3.54) does not hold. Thus by virtue
of Lemma 3.2 we have that

lim
n→+∞ ‖un‖Lq(Qn) = 0, ∀ q ∈ (2,∞). (3.57)

From assumptions (A4) and (A6), we have that for every ε > 0, β > α0 and
q > 2 there exists a constant C1 = C1(ε, β, q) > 0 such that

f(s)s ≤ εs2 + C1|s|q[exp(βs2) − 1], ∀ s ∈ R , (3.58)

which together with assumption (A3) implies that

µF (s) ≤ εs2 + C1|s|q[exp(βs2) − 1], ∀ s ∈ R. (3.59)

Claim 3.3 The following limits hold:

lim
k→∞

∫
Qk

V (x)u2
kdx = 0 (3.60)

and

lim
k→∞

∫
Qk

F (uk)dx = 0. (3.61)

From Claim 3.3 and the fact that Jk(uk) = ck → c < 4π/α0, we conclude
that for large k ∫

Qk

|∇uk|2dx <
4π

α0
.

From this, taking β > α0 sufficiently close to α0 and 1/r + 1/s = 1 with s > 1
sufficiently close to 1, we see that∫

Qk

f(uk)ukdx ≤ ε‖uk‖2
L2(Qk) + ‖uk‖q

Lqs(Qk)

∫
Qk

[exp(rβu2
k) − 1]dx

≤ ε‖uk‖2
L2(Qk) + C‖uk‖q

Lqs(Qk).
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Thus, taking the limit as k → ∞, using (3.57), and then taking the limit as ε → 0
we have ∫

Qk

f(uk)ukdx → 0 as k → ∞. (3.62)

On the other hand we see that

‖Tkuk‖2
k − ‖Pkuk‖2

k −
∫

Qk

f(uk)ukdx = 0,

and

‖Tkuk‖2
k − ‖Pkuk‖2

k − 2
∫

Qk

F (uk)dx = 2ck,

then ∫
Qk

f(uk)ukdx − 2
∫

Qk

F (uk)dx = 2ck, (3.63)

which together with Claim 3.3 and (3.62) implies that ck → 0, which is a contra-
diction with the fact that c = limk→∞ ck ≥ σ > 0.

Verification of Claim 3.3: The proof of (3.60) is the same as that of (24) of
[5]. We proceed to prove (3.61). Using the same kind of argument and notations
as in the proof of Claim 2.5, we have∫

Qk

F (uk) dx =
∫

BRk

F ((uk)∗) dx

=
∫

BR0

F ((uk)∗) dx +
∫

R0≤|x|≤Rk

F ((uk)∗) dx

≤
∫

BR0

F ((uk)∗) dx +
∫

R0≤|x|
F (P (uk)∗) dx

where R0 > 0 is a number to be determined later. From Lemma 2.1 in [9] we see
that for all fixed R0 > 0, ∫

BR0

F ((uk)∗) dx → 0.

On the other hand, from (3.59)∫
R0≤|x|

F (P (uk)∗)dx ≤ ε‖uk‖2
L2 + C1

∫
R0≤|x|

| P (uk)∗ |q [exp(β | P (uk)∗ |2) − 1]dx
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so, using the Radial Lemma (2.9) and proceeding as in the estimate following (2.9)
(choosing R0 such that R

1−1/rk
0 ≥ supk ‖uk‖L2/

√
π, ∀ k ≥ 1 ) we get∫

R0≤|x|
F (P (uk)∗) dx ≤ ε‖uk‖2

L2 + C1‖uk‖q
Lqs ,

Finally, taking the limit as k → ∞, using (3.57), and then taking the limit as
ε → 0 we obtain (3.61).

This completes the proof of Theorem 1.2.

We end the paper with the Example 1.1 mentioned in the introduction

Proposition 3.4 The function f(s) = sign(s) (es2 − 1) satisfies conditions
(A3)−(A6), with α0 = 1.

Proof. Conditions (A4) − (A6) are trivially satisfied.
Condition (A3): Consider F̃ (s) = 1

|s| (e
s2 − s2 −1). One checks, using Taylor

series, that

F̃ ′(s) ≥ 3
2
f(s), ∀ s ∈ R

+,

and hence by integration F̃ (s) ≥ 3
2F (s), ∀ s ∈ R.

Again using Taylor series one shows that

s f(s) ≥ 2F̃ (s), ∀s ∈ R,

and then we get
s f(s) ≥ 3F (s), ∀ s ∈ R.

Hence, the first part of condition (A3) is satisfied with µ = 3. The second part of
condition (A3) follows now easily: indeed, one has trivially

|f(s)| ≥ F̃ (s), for |s| ≥ 1,

and hence by the above

2
3
|f(s)| ≥ F (s), for |s| ≥ 1.
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